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Preface
Luigi Dei
Rector of the University of Florence

The University of Florence was born in 1924 as the transformation of some Institutes of 
Advanced Studies. It is interesting to notice that, among the professors of the new Univer-
sity, the first and second academic years we find Enrico Fermi, as teacher of Mechanics at 
the School of Engineering and Mathematical Physics at the School of Sciences. This cir-
cumstance has an important meaning today in relationship to the decision of dedicating 
to Enrico Fermi the IEEE (Institute of Electrical and Electronics Engineering) Milestone 
for ‘his major contribution to semiconductor statistics’ assigning the plaque to the School 
of Engineering of our University. I remember that when I was student of chemistry, statis-
tics extraordinarily fascinated me and in the memories of nowadays four giants crowd my 
mind: Bose, Einstein, Fermi and Dirac. During his period in Florence Fermi worked at the 
statistics distribution of atom’s energy in a gas. When I studied the behaviour of gas specific 
heats during the statistical thermodynamics course given by Giorgio Taddei in 1979-1980, I 
was impressed by the elegant way Fermi solved the problem with his statistical approach. In-
deed, I was learning about Fermi-Dirac statistics: the Italian physicist was associated to Paul 
Dirac, who independently reached the same result, but starting from quantum mechanics 
rather than from a thermodynamic property. Some years later during my PhD course I at-
tended some lessons on solid state physics and again the Fermi-Dirac statistics appeared on 
the blackboard: I was learning about theory of conduction in metals and semiconductors 
and again the name of Fermi appeared as the Fermi energy level. Some apparently only the-
oretical issues revealed themselves to be wonderfully useful for the development of the ma-
terials symbols of the digital and informatics revolution. Electronics with its transistors was 
born even thanks to the pioneering theoretical studies by Enrico Fermi germinated in our 
city and University ninety years ago. Giuseppe Pelosi et al. in their contribution to this book 
underline that the Nobel Prize in Physics 1956 John Bardeen put in the first equation of his 
Nobel Laureate Lecture the formula of the Fermi-Dirac distribution developed at Florence 
1924-1926. It is worthwhile to mention that the motivation of this Nobel Prize was ‘for the 
researches on semiconductors and the discovery of the transistor effect’. In the contempo-
rary world where electronics abruptly changed forever our life and costumes, putting the 
world in the hands of everybody by a simple ‘clic’, it is fundamental to recall the role played 
by the scientists in determining the development and the progress of mankind. The Mile-
stone we are celebrating today in Florence that makes Enrico Fermi in Florence close to the 
other two Milestones of Alessandro Volta in Pavia and Guglielmo Marconi in Sasso Marconi 
has to be not only an homage to a great scientist, but a declaration that science and reason 
must be the lights by means of which we must illuminate our future.





The Department of Information Engineering (DINFO) of the University of Florence is 
proud and honored to welcome the assignment of Enrico Fermi’s IEEE Milestone to the 
School of Engineering ‘for his Major Contribution to Semiconductor Statistics, 1924-1926’. 

DINFO is the reference department of the University of Florence for all the Informa-
tion and Communications Technology (ICT) fields. It carries out advanced researches in all 
areas of the IEEE Societies, with specific emphasis on electronics, computer engineering, 
telecommunications, system theory, electromagnetism, operation research, bioengineering 
and electrical engineering. It has many professors and researchers as IEEE Members and 
Senior Members and four IEEE Fellows. It also has an IEEE Student branch since ’80s. 
DINFO research groups study and develop advanced solutions for wireless networks, signal 
processing, radar, remote sensing, electronic equipment, control systems, satellite systems, 
advanced software and cyber security systems. All these research fields share the common 
characteristic of dealing with the acquisition, processing, storage, transmission and utiliza-
tion of information and knowledge, key resources in the present and future society. This will 
not be possible without the seamless advances in semiconductor technology since the in-
vention of the first transistor in 1947 and the following development of integrated circuits. 
Enrico Fermi’s statistics played a fundamental role in the foundation of the basic theory for 
the development of these modern technologies.

The Florentine science and technology tradition in electrical and electronic engineering 
dates back to the nineteen-twenties with the Enrico Fermi’s pioneering work while professor 
at the University of Florence. It continued, in the ICT area, with leading-edge researchers 
in electronics and microwaves at Research Institute of Electromagnetic Waves (Istituto di 
Ricerca sulle Onde Elettromagnetiche – IROE) of the National Research Council (Consiglio 
Nazionale delle Ricerche – CNR) leaded just after the World War II by Nello Carrara, a fel-
low student of Enrico Fermi, professor at the University of Florence and the inventor of the 
world-wide used term of microwaves proposed for the first time in the IEEE publication: 
N. Carrara, The detection of microwaves, «Proceedings of the IRE», October 1932. DINFO 
has some Carrara’s devices including the original vacuum tube used for generating the first 
microwaves in his earliest experiment.

DINFO is proud and conscious of the excellent scientific tradition inherited by world 
leading past researchers and is firmly committed to a continuing effort to advanced research 
in the ICT fields. The IEEE Milestone is a fundamental encouragement and support for our 
future activities.

Foreword
Enrico Del Re
Head of the Department of Information Engineering  
University of Florence





Introduction
Gianfranco Manes, Giuseppe Pelosi

Enrico Fermi – Nobel Prize for Physics in 1938 – taught at the University of Florence for 
two academic years only (1924-1925, 1925-1926). This period is marked, scientifically 
speaking, by the publication of the quantum statistics which takes his name and which is 
the basis of semiconductor physics, and hence of modern electronics. This book is pub-
lished on the occasion of the dedication, at the School of Engineering of the University of 
Florence, of an IEEE Milestone. The Milestone is placed in the main hall of the School 
of Engineering (fig. 1).

The IEEE (Institute of Elec-
trical and Electronic Engineers) 
– word’s largest organization for 
the advancement of technologi-
cal innovation in the field of elec-
trical and electronic engineering 
and related fields, grants IEEE 
Milestone, in the framework of 
the ‘IEEE Global History Net-
work’ program, to commemorate 
outstanding scientific or techno-
logical achievements. In this case 
the Milestone commemorates 
the important 1926 publications 
of Enrico Fermi. The plaque 
reads (fig. 2).

We have divided this book in-
to two parts. The first entitled En-
rico Fermi and the semiconductor 
electronics and the second contain-
ing photographic reproduction of 
the two papers published by Enri-
co Fermi in the Florentine period, 
introducing the statistic that will 
take its name:

• E. Fermi, Sulla quantizzazione del gas perfetto monoatomico, «Atti dell’Accademia dei Lin-
cei», vol. 3, no. 3, 1926, pp. 145-149;

• E. Fermi, Zur Quantelung des idealen einatomigen Gases, «Zeitschrift für Physik», vol. 36, 
no. 11-12, 1926, pp. 902-912.

Fig. 1 – Aerial view of 
S. Marta complex, the 
historical building of the 
School of Engineering of 
Florence.

Fig. 2 – IEEE Milestone, 
placed at the School of 
Engineering of the Uni-
versity of Florence.



Introduction2 

The two parts are preceded by an introductory contribution: The IEEE Milestones Pro-
gram by Ermanno Cardelli, Chairman of the IEEE Italy Section.

The first part of the book is divided into four contributions. The first two are re-pub-
lished with the permission of the IEEE since they already appeared on IEEE publications: 
Enrico Fermi in Florence (by Giuseppe Pelosi, Massimiliano Pieraccini and Stefano Selleri) 
and On the Origin of Fermi-Dirac Statistics (by Giuseppe Pelosi and Massimiliano Pierac-
cini). These are followed by a contribution From Fermi-Dirac statistics to invisible electron-
ics (by Gianfranco Manes), describing the evolution of electronics from the early days of 
vacuum tubes until today, in parallel with the evolution of communications and computer 
technologies. The fourth and final contribution The role played by Fermi statistics in the evo-
lution of Micro- and Nanoelectronics is by Giorgio Baccarani, Alma Mater Professor at the 
University of Bologna. 

This book is the second volume of the series of publications associated with the maga-
zine «Il Colle di Galileo». The first volume, Enrico Fermi a Firenze. Le lezioni di «Meccani-
ca Razionale» al biennio propedeutico agli studi di Ingegneria: 1924-1926 [Enrico Fermi in 
Florence. The lessons of «Mechanics» at the two-year preparatory courses of Engineering: 1924-
1926] (fig. 3), was also published by Florence University Press and was presented officially 
in March 2015 at the Accademia dei Lincei in Rome.

Fig. 3 – Cover of the 
Enrico Fermi a Firenze 
book, commemorating 
the years E. Fermi taught 
at the University of Flor-
ence and republishing 
his lessons of Mechanics.
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The «Il Colle di Galileo» [Galileo’s Hill] is a magazine describing the main activities in 
Physics research taking place in several Institutions in the Arcetri area, where Galileo Gali-
lei lived. Namely: Department of Physics and Astronomy (University of Florence), Galileo 
Galilei Institute for Theoretical Physics (National Institute for Nuclear Physics and Univer-
sity of Florence), National Institute of Optics (National Research Council) and Astrophysi-
cal Observatory of Arcetri. Enrico Fermi was in Arcetri in the two years he taught at the 
University of Florence. In this context it is then important to remember that the European 
Physical Society (EPS) has designated the Arcetri hill, rich in buildings of historical and sci-
entific interest, as an EPS Historic Site. Travelling up the hill, one can see (fig. 4):

• the headquarters of the former Institute of Physics, commissioned by Antonio Garbasso 
in 1921. A group of brilliant physicists, such as Gilberto Bernardini, Enrico Fermi, Gi-
useppe Occhialini, Giulio Racah, Franco Rasetti and Bruno Rossi, worked here in the 
1920s-1930s. And it was here that Enrico Fermi wrote his fundamental work on the 
statistics of electrons in 1926;

• the National Institute of Optics, founded in 1927 by Vasco Ronchi, a leading light in 
the rebirth of optics in Italy;

• the Astrophysical Observatory of Arcetri, built in 1872 on the initiative of Giovan Bat-
tista Amici and Giovan Battista Donati. Giorgio Abetti was later to play a crucial role in 
its development;

• Villa Il Gioiello, lying higher up the hill just outside the complex. This is where Galileo 
Galilei spent the last years of his life (1631-1642) and completed writing his fundamen-
tal work entitled Discourses and Mathematical Demonstrations Relating to Two New Sci-
ences (1638).

Fig. 4 – Plaque com-
memorating notable 
researchers who worked 
in Florence at Arcetri.





The IEEE Milestones Program
Ermanno Cardelli
Chairman of the IEEE Italy Section 

Originally founded in 1884, the IEEE (Institute of Electrical and Electronic Engineers) is 
a non-profit professional association, the largest in the world devoted to advancing techno-
logical innovation in electrical, electronic engineering, and related fields. The association 
counts more than 400.000 members in more than 150 countries. 

The current IEEE Italy Section has been founded the 29-th of June 2005 and we have 
recently celebrated its 10-th anniversary. The Italy Section is the results of the merging of 
the Nort Italy and Center and South Italy Sections. IEEE is active in Italy from 1959, origi-
nally as IRE Section in Milan, and is, with the IEEE Benelux, the older Section in Region 8 
(Europe, Africa and Middle East). The IEEE Italy Section counts on more than 4700 mem-
bers, 33 Chapters, 2 Affinity Groups and 20 Student Branches.

Since its inception, IEEE has had a standing History Committee advising the IEEE 
Board of Directors on matters of the legacy and heritage of IEEE and its members and their 
related professions and technologies, and carrying out some activities in those areas. 

In 1980, in anticipation of its Centennial celebration in 1984, IEEE established 
the IEEE History Center to be the staff arm of the History Committee. In 1990, the 
Center moved to the campus of Rutgers University, which became a cosponsor. In 2010, 
the Center also entered into a cooperative agreement with the University of California, 
Merced, in order to have a presence near the high-tech centers of the US’s west coast. In 
2014, the Center moved to Stevens Institute of Technology. Today, IEEE’s central histori-
cal activities are carried out largely by the staff of the History Center, under the guidance 
of the History Committee. 

The mission of the IEEE History Center is to preserve, research and promote the 
history of information and electrical technologies. The Center maintains many useful 
resources for the engineer, for the historian of technology, and for anyone interested in 
the development of electrical and computer engineering and their role in modern society. 
The History Center building is not a museum, and does not contain artifacts or exhibits, 
being merely offices and the library. Visiting scholars and researchers are welcome to use 
our research library and archives, by appointment only. To make an appointment, please 
contact ieee-history@ieee.org. 

Most of the Center’s resources are available online at the Engineering and Technology 
History Wiki. The Center’s holdings include the IEEE Archives, which consist of the un-
published records of IEEE and a collection of historical photographs relating to the history 
of electrical and computer technologies, and a collection of oral history transcripts of pio-
neering engineers. Within IEEE, the History Center is part of IEEE Corporate Activities, 
and it is co-sponsored by Stevens Institute of Technology, where it is affiliated with the Col-
lege of Arts and Letters.
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The History Committee, a Committee of the IEEE Board of Directors, is responsible for 
promoting the collection, writing, and dissemination of historical information in the fields 
covered by IEEE technical and professional activities, as well as historical information about 
the IEEE and its predecessor organizations. It provides assistance to all major organizational 
units, works with institutions of a public nature such as the Smithsonian Institution when 
helpful information is requested and can be secured, and provides information and recom-
mendations to the IEEE Board of Directors when appropriate.

Typically, the History Committee holds two face-to-face meetings per year, with ad-
ditional teleconferences scheduled as needed. The face-to-face meetings are usually in early 
March and early November of each year. Current History Committee Members are:

David E. Burger, Chair, Australia
Allison Marsh, South Carolina, USA
Fiorenza Albert-Howard, Canada
Jacob Baal-Schem, Israel
Theodor Bickart, Colorado, USA
Richard Gowen, South Dakota, USA
John Impagliazzo, New York, USA
Paul Israel, Milestone coordinator for Regions 1-7, New Jersey, USA
David Kemp, Canada
Antonio Perez-Juste, Spain
Antonio Savini, Milestone coordinator for Region 8-10, Italy
Mischa Schwartz, New York, USA
Isao Shirakawa, Japan
Jorge Soares, Switzerland
John Vig, New Jersey, USA

The IEEE Milestones in Electrical Engineering and Computing program honors 
significant technical achievements in all areas associated with IEEE. It is a program of 
the IEEE History Committee, administered through the IEEE History Center. Mile-
stones recognize the technological innovation and excellence for the benefit of humanity 
found in unique products, services, seminal papers and patents. Milestones are proposed 
by any IEEE member, and are sponsored by an IEEE Organizational Unit (OU) – such 
as an IEEE section, society, chapter or student branch. After recommendation by the 
IEEE History Committee and approval by the IEEE Board of Directors, a bronze plaque 
commemorating the achievement is placed at an appropriate site with an accompanying 
dedication ceremony. 

IEEE established the Milestones Program in 1983 in conjunction with the 1984 Cen-
tennial Celebration to recognize the achievements of the Century of Giants who formed the 
profession and technologies represented by IEEE.

Each Milestone recognizes a significant technical achievement that occurred at least 
twenty-five years ago in an area of technology represented in IEEE and having at least re-
gional impact. To date, more than a hundred Milestones have been approved and dedicated 
around the world.



The IEEE Milestones Program 7  

The list of Milestones in Region 8 follows

Year Event IEEE Section

1994 Poulsen Arc Radio Transmitter Denmark

1999 Volta’s Battery Italy

1999 Operational Use of Wireless South Africa

2000 County Kerry Wireless Station United Kingdom and Ireland

2001 Transmission of Transatlantic Radio United Kingdom and Ireland

2002 Shannon Electrification United Kingdom and Ireland

2002 Transatlantic TV by Satellite France, United Kingdom and Ireland

2002 Pioneering Work on Quartz Watch Switzerland

2003 Marconi Early Wireless Experiments Switzerland

2003 Franklin’s Work in London United Kingdom and Ireland

2003 Bletchley Park Codebreaking United Kingdom and Ireland

2004 Fleming Valve United Kingdom and Ireland

2004 Lempel-Ziv Algorithm Israel

2005 Popov’s Radio Work Russia Northwest

2005 Vucje Hydroelectric Plant Yugoslavia

2005 CERN Instrumentation France

2006 Callan’s Pioneering Contributions United Kingdom and Ireland

2006 WEIZAC Computer Israel

2006 TAT-1 Telephone Cable United Kingdom and Ireland

2007 Early Remote Control Spain

2009 Maxwell’s Equations United Kingdom and Ireland

2009 Shilling Early Telegraph Russia Northwest

2009 Compact Disc Player Benelux

2010 Star of Laufenburg Interconnection Switzerland

2010 Branly’s Discovery of Radioconduction France

2010 Public-Key Cryptography United Kingdom and Ireland

2011 Discovery of Superconductivity Benelux

2011 Marconi’s First Wireless Experiments Italy

2013 Krka-Sibenik Power System Croatia

2013 Invention of Holography United Kingdom and Ireland

2014 First Breaking of Enigma Poland

2014 Rheinfelden Hydroelectric Plant Germany

2014 Hertz Proof of Electromagnetic Waves Germany

2015 Invention of Stereo Sound Reproduction, 1931 United Kingdom and Ireland
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As reported in the table above, in Italy were placed two Milestones, up to now. The first 
placed on September 1999 in Como (Italy) and dedicated to Alessandro Volta’s invention 
of the electrical battery (1799) (fig. 1). The second placed on April, 2011 in Sasso Marconi 
(Bologna, Italy) commemorating Guglielmo Marconi’s first experiments of wireless telegra-
phy (1894-1895) (fig. 2).

Fig. 1 – A photo of the IEEE Milestone placed at the 
Electric Technique Museum of the University of Pavia, 
Italy and its text.

Volta’s Electrical Battery Invention, 1799

Como, Italy, Dedicated September 1999 – IEEE 
North Italy Section

In 1799, Alessandro Volta developed the first 
electrical battery. This battery, known as the 
Voltaic Cell, consisted of two plates of differ-
ent metals immersed in a chemical solution. 
Volta’s development of the first continuous 
and reproducible source of electrical current 
was an important step in the study of elec-
tromagnetism and in the development of 
electrical equipment.

Marconi’s Early Experiments in Wireless 
Telegraphy, 1895

Pontechio Marconi, Italy, Dedicated 29 April 
2011 -- IEEE Italy Section

In this garden, after the experiments carried 
out between 1894 and 1895 in the ‘Silkworm 
Room’ in the attic of Villa Griffone, Guglielmo 
Marconi connected a grounded antenna 
to its transmitter. With this apparatus the 
young inventor was able to transmit radio-
telegraphic signals beyond a physical obsta-
cle, the Celestini hill, at a distance of about 
two kilometres. The experiment heralded the 
birth of the era of wireless communication.
On this hill, during the summer of 1895, the 
radiotelegraphic signals sent by Guglielmo 
Marconi from the garden of Villa Griffone 
were received. The reception was communi-
cated to Marconi with a gunshot. This event 
marked the beginning of the new era of 
wireless communication.

Fig. 2 – The plaque next to Villa Griffone (Sasso Marco-
ni, Bologna), in front of the Celestini hill in a moment 
of the inauguration ceremony and the Milestone text.
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Enrico Fermi in Florence
Giuseppe Pelosi, Massimiliano Pieraccini, Stefano Selleri

A Brief Biography (from 1921 to 1926) 

Enrico Fermi (Rome [Italy], September 29, 1901-Chicago [Illinois, USA], November 
28, 1954) got his degree in Physics in 1921 at the Scuola Normale Superiore in Pisa (Ita-
ly). Among his fellow students Fermi had Nello Carrara (Florence [Italy], February 19, 
1900-Florence [Italy], June 5, 1993), who introduced the term microwaves in scientific liter-
ature and with whom the readers of this Magazine have a long term acquaintance1,2 (fig. 1). 
Another personality known to our readers is Gian Antonio Maggi (Milan [Italy], February 
19, 1856-Milan [Italy], July 12, 1937) who was among his teachers and on whom was ded-
icated a former Historical Corner3.

Just after graduation Fermi spent a semester at the University of Göttingen (Germany), 
studying under Max Born and where he met also Werner Heisenberg. He was then in Leiden 
(The Netherlands) with Paul Ehrenfest, meeting also Hendrik Lorentz and Albert Einstein.

Before becoming the prominent scientist we know, Enrico Fermi came back to Italy and 
spent a couple of years in Florence (fig. 2). This is seldom remembered and scarcely docu-
mented, yet it is relevant for the electronic community. The only records of this period are 
in Emilio Segrè book (one of Fermi’s students, and himself Nobel Laureate in Physics in 
1959)4 and in the book by Enrico Fermi’s wife Laura Fermi5.

Fermi joined the Arcetri Institute of Physics of the University of Florence, which was 
directed at that time by Antonio Garbasso (Vercelli [Italy], April 16, 1871-Florence [Italy], 
March 14, 1933) (fig. 3), renowned physicist, which studied with H. Hertz in Bonn and 
H. von Helmholtz in Berlin. He was also an active politician, being Major of Florence from 
1920 to 1928 and senator of the Kingdom of Italy since 1926. Garbasso was indeed more in 
politics than in science when he called Fermi to Arcetri6.

© 2014 IEEE. Reprinted, with permission from «IEEE Antennas and Propagation Magazine», vol. 55, no. 6, 
2013, pp. 272-276.
1 G. Pelosi, The birth of the term microwaves, «Proceedings of IEEE», vol. 84, no. 2, 1996, p. 326.
2 G. Abbatangelo, M. Cavicchi, G. Manara, G. Pelosi, P. Quattrone, S. Selleri, The early history of radio commu-
nications through the photos of the Italian Navy archives, «IEEE Antennas and Propagation Magazine», vol. 48, 
no. 6, 2006, pp. 224-236.
3 O.M. Bucci, G. Pelosi, From wave theory to ray optics, «IEEE Antennas and Propagation Magazine», vol. 36, 
no. 4, 1994, pp. 35-42.
4 E. Segrè, Enrico Fermi, Physicist, University of Chicago Press, Chicago, IL, 1st edition, 1972.
5 L. Fermi, Atoms in the Family. My life with Enrico Fermi, University of Chicago Press, Chicago, IL, 1st edi-
tion, 1954.
6 W. Joffrain, Un inedito di Enrico Fermi, Elettrodinamica [An unpublished manuscript by Enrico Fermi: Electro-
dynamics], XVII Conference on Physics and Astronomy History [in Italian], Como, Italy, May 15-19, 1998, 
pp 1-11.
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Fig. 1 – Historical photograph taken on the Apuane Alps in 1920. From left to right, Enrico Fermi, Nello Carrara and 
Franco Rasetti (Pozzuolo Umbro [Italy], August 10, 1901-Waremme [Belgium], December 5, 2001) physicist, bota-
nist and paleontologist. Another rare photograph of young Enrico Fermi with Nello Carrara was published on this 
Magazine’s Historical Corner7.

Fig. 2 – (top) Enrico Fermi’s signature in the Member’s book of the Gabinetto Scientifico-Letterario G.P. Vieusseux, a 
very important cultural association in Florence, founded at the beginning of the XIX century. Next to the signature 
there is Fermi’s home address in Florence, reading «Via Pian de Giullari 63/a». Address is very close to the house of 
Galileo Galilei at Arcetri (bottom), now belonging to the University of Florence.

In his few years in Florence Enrico Fermi undertook both educational and research ac-
tivities, these latter having a huge, but somewhat underestimated, impact on electronics. 
These achievements will be briefly detailed in the following.

In 1926, he then applied for a professorship at the “Sapienza” University of Rome, one 
of the first three chairs for theoretical physics in Italy, created at the urging of Professor Orso 

7 P. Mazzinghi, G. Pelosi, Enrico Fermi talks about Guglielmo Marconi, «IEEE Antennas and Propagation Ma-
gazine», vol. APM-53, no. 3, 2011, pp. 226-230.
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Mario Corbino (Augusta [Italy], April 30, 1876-Rome [Italy], January 23, 1937) (fig. 4), 
chair of experimental physics, Director of the Institute of Physics, and member of Benito 
Mussolini’s cabinet. Corbino then helped Fermi in recruiting his new team, among others: 
Edoardo Amaldi, Bruno Pontecorvo, Ettore Majorana, Emilio Segrè and Franco Rasetti, 
soon known as the ‘Via Panisperna boys’ after the street where the Institute of Physics was 
located (fig. 5).

Fig. 3 – Antonio Garbasso, Director of the 
Arcetri Institute of Physics, about 1925.

Fig. 4 – Orso Mario Corbino, chair of Experi-
mental Physics at the “Sapienza” University of 
Rome when Enrico Fermi won the chair of The-
oretical Physics.

Fig. 5 – The Institute Physics Institute on Via Panisperna, Rome. 
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Educational Activities in Florence 

Enrico Fermi taught Mechanics (Meccanica Razionale) – at the School of Engineering and 
at the Faculty of Sciences – and Mathematical Physics – at the Faculty of Sciences – as re-
ported in several documents of the University of Florence. 

The course of Mechanics lessons were picked up by two Fermi’s students and their hand-
written notes of the course Meccanica Razionale were printed8, a rare copy of this book is 
conserved at the Temple University (Philadelphia, Pennsylvania, USA) (fig. 6).  

Fig. 6 – Front cover of the lesson notes of the Mechanics (Meccanica Razionale) course of Enrico Fermi, at the 
School of Engineering of the University of Florence, taken by the students B. Bonanni and P. Pasca. [Courtesy of 
Temple University (Philadelphia, Pennsylvania, USA)]9

Even more interesting for the reader are the lectures on Electrodynamics Fermi gave in 
the same period, within the Mathematical Physics, whose notes were gathered as a manu-
script, available in three copies.

The first copy, of reduced length, kept in Pisa, is probably not written by Fermi himself, 
as the many citations to other Fermi’s works suggests10 and is probably the latest of the three 
versions; a second copy, much longer and kept in Rome has been credited to Fermi’s student 
A. Morelli, of Rome and covers the lectures given by Fermi in Rome in 1926, which strictly 
follows those given in Florence in 1924 and 1925. The original notes are probably those 
kept at the University of Chicago (Illinois, USA), donated by Fermi’s widow Laura Fermi in 
1955 and which have been dated to 1925 (fig. 7)11.

8 E. Fermi, Lezioni di Meccanica Razionale, Litografia L. Tassini, Florence (Italy), 304 pages [in Italian]. The 
year of publication (1926) can only be presumed by the handwritten dedication on the front cover.
9 Fermi, Lezioni di Meccanica Razionale, op. cit.
10 Joffrain, Un inedito di Enrico Fermi, Elettrodinamica, op. cit.
11 Joffrain, Un inedito di Enrico Fermi, Elettrodinamica, op. cit.
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Fig. 7 – First page of Maxwell’s equation chapter from Fermi’s typescript (page 50)12. According to W. Joffrain13,14 
this is the original copy of the notes, possibly with Fermi’s handwriting. 

It is important to mention that the Electrodynamics notes were re-published after a criti-
cal investigation on the three manuscript in 2006 and are now available (in Italian)15.

The Mechanics (Meccanica Razionale) lecture notes, in the version kept at the Temple 
University Library, are now being processed by the Firenze University Press and an edition 
is foreseen for next year.

Research Activities in Florence

During his period in Florence Fermi worked and published, early in 1926, one of his major scien-
tific contributions16,17: the calculus of the statistic distribution of the atoms’ energy in a gas. This 
was a fundamental question at that time. The classical mechanics applied to atoms gave results 
for the specific heat not in agreement with measurements. Fermi’s statistic distribution solved the 
question, as did in the October of the same year Paul Dirac, publishing the same results18. Fermi 
wrote a letter to Dirac to claim his priority and the English scientist kindly recognized it19.

12 E. Fermi, Elettrodinamica [Electrodynamics] [In Italian, with English preface], edited by W. Joffrain, U. Ho-
epli, Milan (Italy), 2006.
13 Joffrain, Un inedito di Enrico Fermi, Elettrodinamica, op. cit.
14 Fermi, Elettrodinamica, op. cit.
15 Fermi, Elettrodinamica, op. cit.
16 E. Fermi, Sulla quantizzazione del gas perfetto monoatomico [On the quantization of an ideal monoatomic gas], 
«Atti dell’Accademia dei Lincei», vol. 3, no. 3, 1926, pp. 145-149. 
17 E. Fermi, Zur Quantelung des idealen einatomigen Gases, «Zeitschrift für Physik», vol. 36, no. 11-12, 1926, 
pp. 902-912.
18 P.A.M. Dirac, On the theory of quantum mechanics, «Proceedings of the Royal Society of London», vol. A112, 
1926, pp. 281-305.
19 G. Farmelo, The Strangest Man: the Hidden Life of Paul Dirac, Quantum Genius, Faber & Faber, London, 
UK, 2009.
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The Fermi-Dirac distribution, as it was known, refers to a gas, but has more general va-
lidity. The first to apply it to semiconductors was Alan Wilson in 193120. Finally The Nobel 
Prize in Physics 1956 was awarded jointly to William B. Shockley, John Bardeen and Walter 
H. Brattain «for their researches on semiconductors and their discovery of the transistor ef-
fect» (fig. 8). Significantly the first formula that Bardeen (fig. 9) showed at the this Nobel 
Lecture was the Fermi-Dirac distribution21,22.

Fig. 8 – (from left to right) John Bardeen (Madison [Wisconsin, USA], May 23, 1908-Boston [Massachusetts, USA], 
January 30, 1991), Walter H. Brattain (Amoy [China], February 10, 1902-Seattle [Washington, USA], October 13, 1987) 
and William B. Shockley (London [United Kingdom], February 13, 1910-Stanford [California, USA], August 12, 1989), 
winners of 1956 Nobel Prize for Physics for their work on the transistor. 

Fig. 9 – Title and first equation of the Nobel Lecture by John Bardeen (1956). Bardeen is the only one to have ever 
won two Nobel Prizes in Physics, this in 1956 (for the transistor), the second in 1972 (for superconductivity). 
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On the origin of Fermi-Dirac Statistics
Giuseppe Pelosi, Massimiliano Pieraccini

The Italian-American Nobel Prize Enrico Fermi (Rome, Italy, 1901-Chicago, Illinois, USA, 
1954) is universally known for the so-called ‘Fermi-Dirac statistics’1 that is the basis of the 
theory of conduction in metals and semiconductors, but not everybody knows how, when 
and where he conceived this fundamental contribution to the modern electronics. Indeed, 
as we show in this contribution, his mind was addressed to the theoretical issues that would 
lead him to ‘his’ statistics since he was a young graduate, in Florence.

Significantly, his graduation thesis for the Scuola Normale Superiore (a public learning 
institution in Pisa renowned for its excellence), on June 22, 1922 was entitled: Un teorema 
di calcolo delle probabilità ed alcune sue applicazioni (A theorem on probability calculus and 
some of its applications)2. A year after he demonstrated another theorem about the ergodic-
ity of the normal systems3, but the key step forward to the statistics named after him could 
be retrieved in a paper he published in December 1924, in the Italian journal «Il Nuovo 
Cimento» (fig. 1).

He discussed the Wilson-Sommerfeld quantization rules4,5 for the case of a set of iden-
tical systems. He makes a simple and enlightening example. Let consider three electrons 
that can be disposed on a ring at the vertices of an equilateral triangle. If the electrons are 
distinguishable, only a 360° rotation could bring the system in the initial condition, but if 
the electrons are undistinguishable any 120° rotation return the system in the initial condi-
tion (fig. 2). Fermi noted that the application of quantization rules gives different results for 
these two cases. 

Therefore, since 1924 Fermi knew how to quantize a set of particles or atoms, but not 
how to dispose them in the energy levels. The missing piece of the puzzle was what today we 
call ‘Pauli Exclusion Principle’. Many years after, when Fermi was in America, he regretted 

Originally published in July 2014 by the authors under Creative Common “Attribution, NonCommer-
cial-ShareAlike” license on the IEEE Engineering and Technologically History Wiki, http://ethw.org/
On_the_origin_of_Fermi-Dirac_statistics
1 C. Bernardini, L. Bonolis, Enrico Fermi: his work and legacy, Springer, Berlin-Heidelberg-New York, 
2001.
2 E. Fermi, Note e Memorie [Collected Papers], Accademia Nazionale dei Lincei and The University of Chicago 
Press, 2 Volumes, Roma and Chicago, Italy and USA,1961-1965.
3 E. Fermi, Dimostrazione che in generale un sistema meccanico normale è quasi ergodico, «Il Nuovo Cimento», 
vol. 25, 1923, pp. 267-269.
4 W. Wilson, The quantum theory of radiation and line spectra, «Philosophical Magazine», vol. 29, 1915, pp. 
795-802.
5 A. Sommerfeld, Zur Quantentheorie der Spektrallinien, «Annalen der Physik», vol. 356, no. 17, 1916, pp. 
1-94.



Giuseppe Pelosi, Massimiliano Pieraccini18 

with his friend Emilio Segrè that, if he had had a few more months he could get it6. Any-
way, the point is when he was aware of it. The article of Wolfang Pauli that introduced the 
Exclusion Principle was published in April 19257, but at that time Fermi was engaged in ex-
perimental works of spectroscopy8, so probably he did not read it. In July he was member of 
the commission of the ‘state exam’, the final examination of the high school students, a hard 
commitment that surely distracted him from his research as he complains in his letters9. In 
August he went on vacation to the Dolomiti mountains with several friends, including the 
physicist Ralph de Laer Kronig. And the German scientist was probably the contact point, 
the stark, between Pauli and Fermi. Kronig wrote regularly to Pauli, so he was surely aware 
of his recent publication. 

Fig. 1 – Cover the Italian scientific journal where Fermi published a preliminary work10 on quantum statistics. 

6 E. Segrè, Enrico Fermi Physicist, University of Chicago Press, Chicago, USA, 1970.
7 W. Pauli, Uber den Zusammenhang des Abschlusses der Elektronengruppen im atom mit der Komplexstruktur der 
Spektren, «Zeitschrift für Physik», vol. 31, 1925, pp. 765-783.
8 Fermi, Note e Memorie (Collected Papers), op. cit.
9 Segrè, Enrico Fermi Physicist, op. cit.
10 E. Fermi, Considerazioni sulla quantizzazione dei sistemi che contengono degli elementi identici, «Il Nuovo Ci-
mento», vol. 1, no. 1, 1924, pp. 145-152.
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Fig. 2 – Ideal system of three electrons at the vertexes of an equilateral triangle.

On the other hand, the first public presentation of the statistical calculus of Fermi was 
on February 7, 192611 at the Accademia dei Lincei (the Italian Scientific Academy), therefore 
the gestation of the idea can be located between summer 1925 and the end of the year. In 
this span of time Fermi taught ‘Mathematical Physics’ and ‘Mechanics’12 at the University of 
Florence, Italy to a «number infinitely small of students» as he wrote in a personal letter13. 

He published his major result before in the «Atti dell'Accademia dei Lincei»14 and after 
in the German journal «Zeitschrift fur Physik»15 with more details. The key formula he de-
rived is:
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with Qs degeneration of quantum state s, Ns number of atoms in state s, A and β constants. 
This expression is a bit different from what we are accustomed to use:
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with f probability of occupation of a state at energy E, EF constant (the so-called Fermi’s en-
ergy), k Boltzmann’s constant, T temperature.

In effect the two articles of Fermi did not have the resonance they deserved, the commu-
nity of quantum scientists understood its value only after Dirac obtained it independently 
form the symmetry properties of the state function that describes a set of particles16. So, the 
expression of Fermi distribution we currently use is effectively Dirac’s formulation.

11 E. Fermi, Sulla quantizzazione del gas perfetto monoatomico, «Atti dell’Accademia dei Lincei», vol. 3, no. 3, 
1926, pp. 145-149.
12 G. Pelosi, M. Pieraccini, S. Selleri, Enrico Fermi in Florence, «IEEE Antennas and Propagation Magazine», 
vol. 55, no. 6, 2013, pp. 272-276 (reprinted in this book).
13 Segrè, Enrico Fermi Physicist, op. cit.
14 Fermi, Sulla quantizzazione del gas perfetto monoatomico, op. cit.
15 E. Fermi, Zur Quantelung des idealen einatomigen Gases, «Zeitschrift für Physik», vol. 36, no. 11-12, 1926, 
pp. 902-912.
16 P.A.M. Dirac, On the theory of quantum mechanics, «Proceedings of the Royal Society of London», vol. A112, 
1926, pp. 281-305.





From Fermi-Dirac Statistics  
to the Invisible Electronics
Gianfranco Manes

The reasonable man adapts himself to the world: the unrea-
sonable one persists in trying to adapt the world to himself. 
Therefore all progress depends on the unreasonable man.
[G.B. Shaw, Nobel laureate in literature in 1925]

Foreword: the Invisible Electronics

The invisible Electronics denotes a feature of modern technology. As electronic devices scale 
down, they become more connected and more integrated into our environment; eventually, 
the technology disappears into our surroundings until only the user interface remains per-
ceivable by users, the so called human centric interaction. An example of this vision in rep-
resented by the Internet of Things, an easy, natural way using information and intelligence 
that is hidden in the network connecting the devices embedded in the environment.

The first electronic components were bulky, relatively expensive and capable of perform-
ing a few elementary functions. The electronics of today is made of micro and nano-com-
ponents incorporated, or embedded, in everyday objects; they can transmit information at 
high speed, allowing anywhere, always-on connectivity, ultimately resulting in devices that 
dissolve in the body or within the environment. Enabling technologies are, among many 
others, the wireless sensor networks, allowing for remotely monitoring the main environ-
mental parameters with at unprecedented time/space scale, and modern computers, able to 
develop computations with speed, size and costs that were unpredictable a few years ago. 
The modern electronic systems have found useful applications in places once unthinkable, 
from museums to provide visitors with timely information and localized, to crops, to mon-
itor environmental conditions and the risk of pathogens, to name just two examples among 
the myriad of other that may be mentioned. The application of modern Electronics have 
pervaded our world in an often invisible and still essential and indispensable part of our 
every day lives. 

While electronics has made extraordinary progresses since Enrico Fermi, it is also true 
that its foundations are still the same we taught to several generations of students, now 
excellent professionals and researchers. In fact, despite the whirlwind of reforms that the 
university has undergone in recent years, the preparation of our engineers is nevertheless 
remained at a good standard and internationally acknowledgement. The Italian school, at 
least in most of the universities, has maintained in the years the rigor and seriousness that 
has always distinguished, without slipping into easy compromise that perhaps, momentari-
ly, would meet the demands of the labor market, but that in the long term would go against 
the best interests of the students and the companies, because it is the solid foundation that 
makes a difference in a professional career. Therefore, as far as we prepare unreasonable and 
imaginative professionals in our Universities, we will still fulfil our academic commitment.

Lectio Magistralis, December 4, 2015.
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Quantum Mechanics and Solid State Physics

Since the beginning of XX century to the end of ’30s, when the final mathematical formula-
tion of the quantum theory was developed, the impressive evolution of Quantum Physics 
gave us a theory of matter and fields, that would deeply impact on radio technology driving 
the transition from vacuum tubes to solid state devices, eventually resulting in what we call 
today Electronics. Still in the XXI century, quantum mechanics will continue to provide 
fundamental concepts and essential tools for all the sciences.

The clue that triggered the quantum revolution came not from studies of matter but 
from a problem in radiation. The specific challenge was to understand the spectrum of light 
emitted by hot bodies: the blackbody radiation. In 1900 Max Planck gave a solution to the 
black-body radiation problem introducing his radiation law and Albert Einstein in 1905 de-
veloped a quantum-based theory to explain the photoelectric effect. That early formulation 
was significantly reformulated in the mid-1920s, which resulted in a comprehensive formu-
lation of the quantum mechanics.

The first step was originated by some inconsistencies on the nature of light. The dual 
nature of light, particle-like or wave-like, had to be a theoretical enigma that had to thrill 
the scientists for at least 20 years. 

The second step was originated by an incongruence about the structure of the atom. 
Following the models developed by Ernest Rutherford, it was known that atoms contain 
positively and negatively charged particles. According to electromagnetic theory, oppositely 
charged particles attract reciprocally, thus resulting in collapse of electron in the nucleus, 
while radiating light in a broad spectrum.

The second incongruence was partially solved by Niels Bohr in 1913. Bohr proposed a 
radical hypothesis: electrons in an atom exist only in certain stationary states, including a 
ground state. Bohr proposed a model of the atom, and while he did not solve the problem 
of atomic stability, his theory provided a quantitative description of the spectrum of the 
hydrogen atom. 

In 1923 Louis de Broglie, in his Ph.D. thesis, proposed that the particle behaviour of 
light should have its counterpart in the wave behaviour of particles. He predicted that the 
wavelengths are given by Planck’s constant h divided by the momentum of the mv = p of the 
electron, i.e. λ = h / mv = h / p. The De Broglie theory did not explain the particle’s wave 
nature but was of paramount importance for the subsequent steps .

In 1924 Satyendra Nath Bose proposed a totally new way to explain the Planck ra-
diation law. He treated light as if it were a gas of massless particles, the photons, that do 
not obey the classical laws of Boltzmann statistics but behave according to a new type of 
statistics based on particles’ indistinguishable nature. Einstein immediately applied Bose’s 
reasoning to a real gas of massive particles and obtained a new law, to become known as 
the Bose-Einstein distribution. 

In the three-year period from January 1925 to January 1928 a number of critical events 
happened, that revolutionized the foundation of classic physics and laid down the founda-
tion of a new science, the Quantum Mechanics.

It is, however, interesting to note that the principal actors in the creation of quantum 
theory were young. In 1925 Wolfgang Pauli was 25 years old, Heisenberg and Enrico Fer-
mi were 24, and Paul Dirac and Pascual Jordan were 23. Werner Heisenberg, was 26 years 
old when he laid the foundations for atomic structure theory by obtaining an approximate 
solution to Erwin Schrödinger’s equation for the helium atom in 1927, and general tech-
niques for calculating the structures of atoms were created. Schrödinger, at age 36, was a late 
bloomer. Max Born and Bohr were even older, and it is significant that their contributions 
were largely interpretative.
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The Fermi’s Statistics and its impact on the Physics of Semiconductors1 

The Fermi statistics along with Felix Bloch’s band theory, whose important parameter is the 
Fermi level, played a major role in the understanding of crystal lattice band structure and 
the allowed energy levels, an essential step for the understanding of semiconductors and, 
then, of all solid-state devices.

The band theory, in particular, is the foundation of the modern theory of solids, as it led 
to understanding of the nature and explained the important properties of semiconductors. 
The Fermi function f(E) gives the probability that a given available electron energy state will 
be occupied at a given temperature, while the position of the Fermi level located halfway of 
the forbidden band, the energy gap between the valence and conduction bands, correspond-
ing to the energy with 50% probability of occupation.
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The width of the ‘forbidden’ band is the key variable in the band theory; it defines 
the electrical and optical properties of the material. For example, in semiconductors, the 
conductivity can be increased by creating an allowed energy level in the band gap by 
doping, i.e. introducing additives into the base material to alter its physical and chemical 
properties.

The transition of an electron from the valence band into the conduction band is called 
the charge carrier generation process (carriers of a negative charge are electrons and carriers 
of a positive charge are holes), and the reverse transition is called the recombination process.

The increase in conductivity with temperature in semiconductors can be modelled in 
terms of the Fermi function, which allows one to calculate the population of the conduc-
tion band.

Figure 1 shows the implications of the Fermi function for the electrical conductivity of 
a semiconductor. According to Fermi statistics and taking in account for the distribution 
of electrons and holes and their respective densities-of-states, it is possible to determine the 
density of the electrons, n, in the conduction band and the density of the holes, p, in the 
valence band at any spatial point in the semiconductor once the densities-of-states and the 
Fermi level at that point are known.

Fig. 1 – Carrier density in a semiconductor derived using band theory, state density and Fermi statistics. 

1 This subject is discussed in greater details by Professor G. Baccarani in another chapter of the book.
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Fig. 2 – Schematic diagram of p-n junction explained in terms of band alignment.

Those values of concentration are needed to formulate the drift-diffusion equation, one 
of the simplest and most popular semiconductor models, derived by Willy Werner Van 
Roosbroeck in 1950.
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The drift diffusion model, here represented in monodimensional form, plays a key role 
in the understanding and modeling the operation of p-n junction (fig. 2). 

The birth of radio: from cable to wireless

The birth of radio communication can be virtually located in 1864 when James Clerk Max-
well first proved the existence electromagnetic waves and presented his results to the Royal 
Society. The four differential equations describing the associated electric and magnetic field 
are universally known as Maxwell’s Equations.

Following that, Heinrich Hertz, in a series of experiments started in 1887, proved the 
physical existence of radio waves that Maxwell had shown to exist mathematically, using a 
simple spark gap across an induction coil with a loop of wire to act as an antenna. The re-
ceiver consisted of a smaller gap in a loop having the same size as that in the transmitter. In 
his experiments Hertz also discovered many of their properties. 

In the autumn of 1894 Guglielmo Marconi did the first experiments with radio waves, 
only achieving distances of a few metres, eventually managing to send signals over a distance 
of about 2 kilometres.

Since then, new experiments came in rapid succession, paving the way to a dramatic de-
velopment of radio techniques and technologies. On 13 May 1897, Marconi set up a link 
spanning the 14 kilometres of the Bristol Channel and sent the world’s first ever wireless 
communication over open sea and in subsequent experiments demonstrated the feasibility 
of propagation over water.

After this Marconi put on many other demonstrations and gave lectures and in this way 
he was able to gain the maximum amount of publicity, which stimulated the interest of oth-
er experimenters2.

2 In 1909 Guglielmo Marconi was awarded the Nobel Prize Physics jointly with Karl Ferdinand Braun ‘in rec-
ognition of their contributions to the development of wireless telegraphy’.
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In the years 1921-23, transatlantic communications succeeded using short wave. Until 
then, long distance communications had been concentrated on the long wavelengths. 

The Early Radio Receivers and the Era of Vacuum Tubes

For his early experiments Marconi had used very simple and primitive equipment. A first 
improvement was represented by the, crystal rectifier whose properties were discovered in 
1874 by Karl Ferdinand Braun3. Those crystal detectors were originally made from a piece 
of crystalline mineral such as galena or silicon intimately contacted to a metal wire and often 
referred to as cat’s whisker detector, see figure 3. 

Fig. 3 – Crystal radio receiver. (top) Radio receiver schematic diagram. (bottom) A radio receiver set on the left the 
cat’s whisker detector is clearly visible.

The use of the metal-semiconductor diode rectifier was proposed by Julius Edgar Lilien-
feld in 1925 in the first of his three transistor patents as the gate of the metal-semiconductor 
field effect transistors. 

However, the fabrication of those early solid-state devices was very unreliable, as the opera-
tion principle was unclear at that time, mainly because of lack of a basic theory. In fact, the basic 
physic for understanding the phenomena were not established yet, as they were still under in-
vestigation by the Physicist involved in the emerging theories of Wave or Quantum Mechanics.

3 Braun demonstrated the properties of semiconductors to an audience at Leipzig on November 14, 1876, but 
it found no useful application until the advent of radio in the early 1900s when it was used as the signal detec-
tor in a ‘crystal radio’ set.
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Indeed, the cat’s whisker detector and other semiconductor-based devices, were uncon-
scious implementations of the rectifying metal-semiconductor junction, whose operation 
principle would be fully understood only several years later, in 1938, by Walter Schottky, 
who explained the basic physics of the interface between metals and semiconductors, caused 
by the energy barrier that was formed at the interface itself. 

New technology and new equipment, however, were needed to further support the 
growth of the radio. This ultimately led to the development of the vacuum tube technolo-
gy. The first device was the diode valve discovered by John Ambrose Fleming, a Marconi’s 
co-worker. It consisted of a heated element in an evacuated glass bulb; a second element was 
also placed in the bulb but not heated. It was found that an electric current only flowed in 
one direction with electrons leaving the heated cathode and flowing towards the second ele-
ment called the anode, and not in the other direction. 

In the USA Lee de Forest, replicated Fleming’s diode and went a step ahead by adding an 
additional element to give a device he called Audion. Although de Forest applied for several 
patents in the years between 1905 and 1907, the invention of the triode is normally taken 
to be 1906. Initially the triode was only used as a detector as its operation was not fully un-
derstood, and this prevented its potential from being utilised. It took some time before the 
full potential of the triode was realised. Eventually, it was de Forest himself who succeeded 
in using it as an amplifier and in 1912 he built an amplifier using two devices. Since then, 
tubes with grids could be used for many purposes, including amplification, rectification, 
switching, oscillation, and frequency conversion.

Although thermionic tubes enabled far greater performance to be gained in radio receiv-
ers, the performance of the devices was still very poor and receivers of that time suffered 
from lack of sensitivity and poor selectivity.

The solution came in 1918 by Edwin Armstrong who developed a receiver where the 
incoming signal was converted down to a fixed intermediate frequency, where it could be 
amplified and appropriately filtered.

A second major contribution by Armstrong was the invention of the wideband Frequen-
cy Modulation (FM) in 1934; here, rather than varying (‘modulating’) the amplitude of a 
radio wave to encode an audio signal, the frequency was altered (modulated) proportionally 
to the amplitude of the audio wave itself.

In figure 4, a classic examples of the vacuum tube technology is shown; on the left, a 
vacuum valve, possibly a triode is represented. The anode is clearly visible, surrounding the 
other electrodes.

Fig. 4 – (left) An early example of a vacuum tube in ’20s. (right) A radio receiver set.

On the right a classical superheterodyne radio receiver set is shown; two valves are visi-
ble, along with the variable tuning capacitor and perhaps the IF filter in the classical metallic 
enclosure. 

Vacuum tubes remained the preferred amplifying device for 40 years, until researchers 
at Bell Labs invented the transistor in 1947. In all those years the development of all the 
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techniques related to the development of what today we call electronic devices, compo-
nents and circuits was mainly, if not almost exclusively, dedicated to the progress of radio 
communication.

The invention of Radar 

Radio communications and the related technologies continued evolving in the subsequent 
decades, improving transmitted power, receiver sensitivity and moving to higher frequencies. 

A limit to those progress of communications, however, was set by the intrinsic limita-
tions of vacuum tube technology itself. One limitation, in particular, had great relevance as 
it was related to attain simultaneously transmission at frequency in the range of centimetres 
and peak powers of hundreds or even thousands Watt.

One of the major applications requiring such a technology was related to the possibility 
of detecting metallic object located at great distance with respect to the transmitter, while 
obtaining at the same time information both on distance and bearing, the first requiring the 
transmission of short pulses at high peak power and the second requiring transmission at 
short wavelengths, to keep antennas dimension at reasonable size.

The idea of using electromagnetic waves for object detection was suggested by some ob-
servations made by Marconi himself, who noticed radio waves were being reflected back to 
the transmitter by objects in his 1933 radio beacon operating at 90 centimetres conducted 
between Rome and Castel Gandolfo.

At that time technology was not mature to implement such a system similar to the radar 
that we know today, due to other limitations in addition to lack in power transmitters like, 
by instance, the fact that fast switching from transmit to receive mode to enable an antenna 
to be switched had not been developed yet.

Radio-detection4 systems was secretly developed by several nations in the period before 
and during World War II. The term radar was coined in 1940 by the United States Navy as 
an acronym for RAdio Detection And Ranging. 

Great Britain was one of the leading developers of such systems in the years leading up 
to World War II. The first experiments in the United Kingdom in 1935 were performed by 
Robert Watson-Watt5 who demonstrated the principle by detecting a Handley Page bomber 
at a distance of 12 km using the BBC shortwave transmitter at Daventry. 

Instead waiting for technology to become mature, which would eventually result in hav-
ing it too late or possibly not having it at all had the Germans overcome, Watson Watt de-
cided to take advantage of the technology available at that time, i.e. 30 MHz high power 
transmitters used for broadcasting by BBC; he overcame the inherent limitations in lateral 
resolution capability determined by the wavelength, implementing an original configura-
tion with one transmitter and two bistatic receivers. Exact synchronization between the 
receivers led to detecting both rang as well bearing of the target, using simple trigonometric 
calculations, resulting in the so called bistatic configuration.

This solution envisaged by Watson Watt led to the implementation of the early warn-
ing radar6 system made of stations around the British Isles to provide warning of air raids, 

4 The term RADAR was coined in 1940 by the United States Navy as an acronym for RAdio Detection And 
Ranging.
5 Initially appointed by the Air Ministry in 1934 to develop a weapon in response to rumours of a German 
death ray machine, Watson-Watt instead began experimenting on the potential use of RADAR.
6 The term radar is somewhere used in the text, for the sake of simplicity, to designate the earl radio-detection 
systems, even if the term was not invented yes. 
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called Chain Home, in time to be used since the early days of WWII. Bistatic radar systems 
gave then the way to monostatic systems. The monostatic systems were much easier to im-
plement since they eliminated the geometric complexities introduced by the separate trans-
mitter and receiver sites. In addition, aircraft and shipborne applications became possible as 
smaller components were developed.

In Italy in the ’30, two scientists pioneered advancements in radar technology7, both 
working in the Regia Marina Research Centre Located in Livorno. Professor and Ugo Ti-
berio published the radar equation, a theoretical study on the operation of radar8; Professor 
Nello Carrara investigated radio valves for transmitting and detecting microwaves9.

In figure 5, the abstract of a paper published by Professor Carrara in 1932 on detection 
of microwaves10 is shown.

Fig. 5 − Abstract of the paper published by Professor Carrara in 1932, where the original term microwave was 
coined. 

Despite the brilliant success of Chain Home the efforts to implement a ‘high frequency’ 
or microwave high power valve did not stop. Soon after the war started in 1939, the British 
Admiralty issued a research contract for the development of vacuum tubes for 10 cm wave-
length (3 GHz) with the Physics Department at Birmingham University for transmitting 
tubes, where Randall and Boot invented the multicavity magnetron, see figure 6. 

This development was to revolutionise radar and was the key element in making micro-
wave radar possible.

Fig. 6 − First Magnetron prototype developed at Birmingham in 1940.

7 Unfortunately, poor understanding by senior officers and budget limitations prevented Regia Marina from 
having access to a strategic equipment of naval warfare. 
8 U. Tiberio, ‘Misura di distanze per mezzo di onde ultracorte’ rivista, Alta Frequenza My 1939 (Stato Maggiore 
della Marina, Notiziario della Marina n. 10 Ottobre 1998).
9 N. Carrara, The detection of Microwaves, Proceedings of IRE, vol. 20, no. 10, October 1932. 
10 The term microwave was coined by Professor Nello Carrara.
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The magnetron is basically a metallic cylinder, the anode collinear with the centre of the 
cylinder, with a number of cavities acting as microwave resonators, the cathode and a mag-
net generating a magnetic field parallel to the axis of the cylinder, see figure 7. 

Fig. 7 − Basic structure (top) and operation principle (bottom) of Magnetron. 

Under the combined action of a dc electric field and an orthogonal magnetic field, a 
cloud of electrons leave the cathode and are accelerated toward the anode with different 
paths, depending upon the initial conditions.

As this cloud, grouping in spokes, comes in proximity to the anode, it interacts with the 
r.f. fields at the cavities, experiencing lead-lag in velocity depending on the polarity of the 
field itself.

As a results of the interaction with the cavities, the spoke pattern will rotate to maintain 
its presence in an opposing field.

The consequent ‘automatic’ synchronism between the electron spoke pattern and the r.f. 
field polarity determines the feedback to maintain stable oscillation.

Using magnetron yielded three distinct advantages with respect to Home Chain solu-
tion11 in terms of resolution, since a microwave antenna could be made highly directional. 

11 Despite suboptimal, the Home Chain solution deserves much credit as it represented the world’s first inte-
grated air defence system; the network was continually expanded, with over forty stations operational by the 
war’s end. 
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The magnetron became the most diffused technology for the implementation of radar 
transmitter, followed by the invention of Magnetron, the Klystron was invented by Varian 
Brothers and, later on, the Travelling way tube (TWT).

It will take many decades before solid state amplifiers could replace, at least for some ap-
plications, those powerful precursors based on vacuum tube technology.

Alan Turing and Claude Shannon: the Computing Machine  
and the Digital Communications

Since the early ’40s the continuing progresses in the field of computing and communica-
tions pushed ahead the development of new concepts for the implementation of electronic 
technologies to overcome the limitations of vacuum tube technologies.

Although that process was the result of the work of many scientists, two of them deserve 
a particular credit. One is Alan Turing who conceived the basic idea of the computing ma-
chine and the other is Claude Shannon who started the era of numeric communications.

Alan Turing and the Computing Machine

In 1936 Alan Turing, a Fellow of King’s College, Cambridge in his paper entitled On Com-
putable Numbers, with an Application to the Entscheidungsproblem, whose abstract is repre-
sented in figure 8, was able to devise a powerful yet simple model of what a computer could 
be. Indeed his model proved so useful and elegant that it has provided the standard defini-
tion of computability. The intent of Turing was to give an answer to David Hilbert’s famous 
Decision problem12; the point was to establish whether it is in principle possible to find an 
effectively computable decision procedure which can infallibly, and in a finite time, reveal 
whether or not any given proposition is provable13.

Fig. 8 − The original paper entitled On computable numbers…, published by Turing on 1936.

Having defined his notion of a computing machine, Turing showed that there exist 
problems, notably the famous ‘Halting Problem’ for Turing Machines, that cannot be effec-
tively computed by this means.

12 Entscheidungsproblem in German.
13 An ‘effectively computable’ procedure is supposed to be one that can be performed by systematic application 
of clearly specified rule.
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Starting from sophisticated and abstract issues of mathematical logic, Turing had devised 
a simple and elegant machine14 that can simulate the logic of any computer algorithm. In 
other terms, anything a real computer can compute, a Turing machine can also compute. 

According to Turing: «[…] it is possible to invent a single machine which can be used 
to compute any computable sequence. If this machine U is supplied with the tape on the 
beginning of which is written the string of quintuples separated by semicolons of some com-
puting machine M, then U will compute the same sequence as M».

The Turing Machine consists of a long tape divided into squares (see fig. 9), onto which 
symbols can be written and later erased, together with a read/write head (as in a tape record-
er) which can write (or erase) symbols and also read them. In order to ‘remember what it is 
doing’, the Turing Machine has a very limited memory in the form of a ‘state’, which can 
take any of a specified – and finite – range of values. One of these is the beginning state, 
from which computation starts. 

Fig. 9 − Basic operation of the Turing Machine: the addition of two numbers.

This seems an extremely limited repertoire of operations, but amazingly, it proves suffi-
cient for calculating anything that we know how to calculate. By designing an appropriate 
machine table, a Turing Machine can be made to calculate anything that is calculable by 
even a modern computer. The revolutionary contribution by Turing is to implement on 
single machine that could perform every task, rather to implement a different machine for 
every specific task.

Turing was also a cryptanalyst. During WWII, Turing worked at Bletchley Park, Britain’s 
Code-breaking Centre. He devised a number of techniques for breaking German ciphers, 
including improvements to the pre-war Polish bombe method and an electromechanical 
machine that could find settings for the Enigma machine. Turing played a pivotal role in 
cracking intercepted coded messages that enabled the Allies to defeat Germany in many cru-
cial engagements, including the Battle of the Atlantic.

After the war, he worked at the National Physical Laboratory, where he designed the 
ACE15, among the first designs for a stored-program computer. In 1948 Turing joined Max 

14 Turing Universal Machine.
15 The Automatic Computing Engine (ACE) was an early electronic stored-program computer design pro-
duced by Alan Turing at the invitation of John R. Womersley, superintendent of the Mathematics Division of 
the National Physical Laboratory (NPL), in Teddington-London.
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Newman’s Computing Laboratory at the University of Manchester, where he helped devel-
op the Manchester computers and became interested in mathematical biology.

Claude Shannon and the Sampling Theorem

In 1928 Harry Nyquist of Bell Telephone Laboratories (‘Bell Labs’) presented to the Ameri-
can Institute of Electrical Engineers a paper entitled Certain topics in telegraph transmission 
theory. In this paper he laid the groundwork for how samples of a time-varying signal could 
be used to exactly recreate the original signal, if certain conditions are met. 

In 1949 Claude Shannon, also at Bell Labs, wrote a paper entitled Communication in 
the presence of noise where he presented the first formal proof of the general concept present-
ed by Nyquist. The conditions specified by Nyquist for recovering the original signal from 
samples of the signal are now known as the Nyquist-Shannon Sampling Theorem.

Shannon’s original statement of Sampling Theorem reads: «If a function contains no 
frequencies higher than ω cps, then it is completely determined by giving its ordinates at a 
series of points spaced 1/2ω apart».

The principal impact of the Nyquist-Shannon sampling theorem on Information The-
ory is that it allows the replacement of a continuous band-limited signal, referred to as an-
alogue systems, by a discrete sequence of its samples, referred to as sampled data systems, 
without the loss of any information. Also it specifies the lowest rate, or Nyquist16 rate, that 
makes possible to recover the original signal. Higher rates of sampling do have advantages 
for establishing bounds, but would not be necessary for a general signal reconstruction.

To communicate a time-varying analogue signal using only periodic samples of the sig-
nal offers two major benefits. 

First, if a communications channel supports rapid transmission of individual samples, 
then once a sample has been transmitted for a given signal, the communications channel 
can be used to transmit samples of other signals until it is time to again transmit a sample 
of the first signal17.

Secondly, if a communications channel inherently transmits information in a digital 
manner (e.g., using bits), then converting the individual samples for a given signal to nu-
merical values for transmission represents the most direct method for communicating the 
time-varying analogue signal using an inherently digital-type communications.

The two issues out-lighted before, multiplexing and numeric coding, represent the basis 
of modern digital communications, increasing both channel capability and accuracy, at the 
expenses of increased complexity and speed of the electronic circuits needed to implement 
the related configurations.

This has represented a formidable boost to the evolution of Electronics that, starting 
from the transistor and first small scale integrated circuits (ICs), ultimately evolved in the 
Very Large Scale of Integration (VLSI) technology.

Though more complex and costly than their analogue counterpart, the sampled data systems 
exhibit considerable advantages, as many of the algorithms employed are a result of developments 
made in the area of signal processing are in some cases capable of functions unrealizable by cur-
rent analogue techniques. With increased usage, a growing demand has evolved to understand 
the theoretical basis required in interfacing these sampled data-systems to the analogue world.

16 H.T. Nyquist discovered the Sampling Theorem while working for Bell Labs, and was highly respected by 
Claude Shannon.
17 This is called ‘time-division multiplexing’ (TDM) and requires that the receiver be able to separate the sam-
ples appropriately so as to reconstruct the various independent signals (the telephone system uses this technique 
to multiplex numerous calls onto one trunk line).
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From the Light Bulb to Crystals; the Dawn of Electronic Age 

The quantum theory of solids was fairly well established by the mid-1930s, when semicon-
ductors began to be of interest to scientists seeking solid-state alternatives to vacuum-tube 
amplifiers and electromechanical relays.

As mentioned above, the pioneering steps were performed by two German inventors. 
Lilienfeld who patented the original idea of field effect transistor and Oskar Heil, who pat-
ented the first FET in 1935.

The time, however, were not mature for the exploitation of those early ideas, mainly for 
the lack of theoretical basis and limitations of the available technology.

The Invention of the Transistor

There had been a few solid-state electronic devices until the end of ’30s, the few poorly 
understood, until the work of Nevill Mott and Schottky in 1939 showed the phenom-
enon related to interfacing semiconductors were due to asymmetric potential barrier at the 
interface. 

In late 1939 and early 1940, Shockley and Walter Brattain tried to fabricate a solid-state 
amplifier by using a third electrode to modulate this barrier layer, but their primitive at-
tempts failed completely. Only later, in 1947 John Bardeen, Brattain and Shockley at Bell 
Labs succeeded in fabricating the working point-contact transistor (see fig. 10). This inven-
tion stimulated a huge research effort in solid state electronics. For their achievements, Bar-
deen, Shockley and Brattain received the Nobel Prize in Physics, in 1956. 

Fig. 10 − Schematic diagram Photograph (left) and (right) of the first point- contact transistor.

After that, Shockley conceived a distinctly different type of transistor based on the p-n 
junction discovered by Russel Ohl in 1939, Shockley had recognized the role of minority 
carriers in the transport mechanism, and his analysis concluded with the invention of a the 
junction transistor, a sandwich of lightly doped n-type material between two regions of 
p-type, or the other way around. With one p-n junction forward biased and the other re-
verse biased, minority carriers would be injected from the forward-biased junction into the 
n-type material sandwiched region. They could then diffuse across the n-type region and, if 
the region was thin enough, a large fraction would be collected at the reverse junction.

Thus, current generated in a low impedance circuit, the emitter, would create a similar 
current flow in a high impedance circuit, the collector, and power gain would result

In figure 11 Shockley is portrayed with a blackboard behind him where a sketch of a 
bipolar junction transistor BJT is drawn, depicting the energy band diagram and Fermi 
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energy to explain the operation principle. The development of planar technology was the 
subsequent and decisive step ahead. Although planar technology involves more process steps 
than using the alloy diffusion method, many transistors, or whole integrated circuits, can 
be formed at the same time the same wafer. As several wafers of silicon can be processed at 
the same time, the planar process resulted much more economical than the alloy diffusion 
method, thus opening the way to era of Integrated Circuits (ICs) era.

Fig. 11 − Shockley at blackboard illustrating the basic operation of the junction transistor.

Following the invention of JFET in 1957, in 1960 Dawon Kahng and Martin Atalla in-
vented the MOSFET (Metal Oxide Semiconductor).

As a further and decisive development, In 1963, while working for Fairchild Semi-
conductor, Frank Wanlass18 patented the Complementary Metal Oxide Semiconductor 
(CMOS) featuring two important characteristics, high noise immunity and low static power 
consumption; in fact, since one transistor of the pair is always off, the series combination 
draws significant power only momentarily during switching between transition from on to 
off states. 

CMOS, also due to the scalability allowed for by the technology, represented the basis 
for the evolution of the technology in the following years.

The Invention of the Integrated Circuit

For many years, transistors were made as individual electronic components and were con-
nected to other electronic components on boards to make an electronic circuit. They were 
much smaller than vacuum tubes and consumed much less power. However, it did not take 
long time before the limits of this circuit construction technique were reached. Circuits 
based on individual transistors became too large and too difficult to assemble. Furthermore, 
the transistor circuits where prone to time delays for electric signals to propagate a long dis-
tance in these large circuits. A new solution was needed to overcome.

The turning point occurred in 1958 when Jack Kilby envisaged a solution to the prob-
lem of large numbers of components, and built the first integrated circuit19, represented in 
the picture of figure 12, for which in 2000 he was awarded the Nobel Prize for Physics. The 

18 In 1991, Wanlass was awarded the IEEE Solid-State Circuits Award.
19 The circuit was a flip flop and was fabricated at Texas Instruments.
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next year Robert Noyce at Fairchild developed a similar solution. The Integrated Circuit 
was born: instead of fabricating transistors individually, a multiplicity of transistors could be 
made at the same time, on the same substrate of semiconductor (wafer), including not only 
transistors, but other electric components such as resistors, capacitors and diodes. 

Fig. 12 – The first Integrated circuit fabricated by Kylby.

Few years later, in 1963 Frank Wanlass, while working at Fairchild Semiconductors, in-
vented and patented the first CMOS logic circuit. The foundations were laid-down for the 
development of modern Electronic technology which ultimately resulted in VLSI circuits.

The VLSI Technology 

With the advent of the integrated circuits, the electronic circuit development has been ac-
complished with the downscaling of component size. Scaling transistor’s dimensions has 
been the key issue for the development of silicon integrated circuits. The more an IC is 
scaled, the higher its packing density and the lower its cost. These have been key achieve-
ments which, dramatically reduced cost per function, and much reduced physical size com-
pared to the previous technologies. 

The paradigm of scaling includes two different approaches, constant field scaling and 
constant voltage scaling, often mixed in practical implementations.

In constant field scaling the physical dimensions of the device and the supply and thresh-
old voltages, are reduced by the same factor k; accordingly, the two-dimensional pattern of 
the electric field is maintained constant, while circuit density increases by the factor k2. 
However, it requires a reduction in the power supply voltage as one decreases the minimum 
feature size.

Constant voltage scaling does not have this problem and is therefore the preferred scaling 
method since it provides voltage compatibility with older circuit technologies. The disad-
vantage of constant voltage scaling is that the electric field increases as the minimum feature 
length is reduced. These remarkable results out-light the power of scaling. For example, 
scaling by 5 provides 25 more circuits with the same chip size and results in 5 performance 
increase with no increase in chip power. 

The first integrated circuits contained only a few transistors. Early digital circuits con-
taining tens of transistors provided a few logic gates, and early linear ICs had as few as two 
transistors, and were termed as Small Scale of Integration (SSI) circuits. 

The next step in the development of integrated circuits, occurred in the late 1960s, when 
devices were introduced which contained hundreds of transistors on each chip, called ‘Me-
dium-Scale Integration’ (MSI). 
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The number of transistors in an integrated circuit has increased dramatically since then 
(see fig. 13) ultimately leading to ‘Large Scale of Integration’. This was the final step in the 
development process started in the 1980s and continuing to day, which represents the first 
age of Integrated Circuits, while the second age started with the introduction of the first 
microprocessor, the 4004 by Intel in 1972 followed by the 8080 in 1974.

Multiple developments were required to achieve those goals. Manufacturers moved to 
smaller design rules and cleaner fabrication facilities, so that they could make chips with 
more transistors while maintaining adequate yield. The path of process improvements was 
summarized by the International Technology Roadmap for Semiconductors (ITRS). Design 
tools improved enough to make it practical to finish these designs in a reasonable time. The 
more energy-efficient CMOS replaced NMOS and PMOS, avoiding a prohibitive increase 
in power consumption.

Small Scale    Medium Scale          Very Large Scale 
Integration SSI   Integration MSI          Integration VLSI
7404 Inverter   74161 Counter          Itanium 2 processor 
10 gates   1.000 gates          > 2x109

 
gates

Fig. 13 – Three generations of Integrated circuits, SSI, MSI and VLSI.

In 1986 the first one-megabit RAM chips were introduced, containing more than one 
million transistors. Microprocessor chips passed the million-transistor mark in 1989 and the 
several billion-transistor, nowadays. The trend continues largely unabated, with chips con-
taining tens of billions of transistors.

The Moore’s Law

In 1965 Gordon Moore, then R&D Director at Fairchild Semiconductors, in an article 
published on April 19, 1965, observed that the number of components in a dense integrat-
ed circuit had doubled approximately every year, and speculated that it would continue to 
do so for at least the next ten years20. The phrase ‘Moore’s Law’ was popularised by the press 
and became the golden rule for the electronics industry.

The prediction has become a target for miniaturization, and has had widespread impact 
in many areas of technological change.

20 In 1975, he revised the forecast rate to approximately every two years.
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As a matter of fact, for more than 30 years, since the 1960’s, the number of transistors 
per unit area has been doubling every 1.5 years.

In figure 14, the diagram corresponding to the increase in transistor density as predict-
ed by Moore’s Law is represented and compared with the development of computational 
power since the early years of 1900. to date. The computation capability is evaluated in 
IPS or instructions per second, an useful reference to compare CPU speed of different 
computer. 

The Moore’s Law trend in represented by red line, and is extrapolated as a function of 
time from early 1900 to a foreseeable future, the area in light blue grey; it turns out that 
nowadays, MIPS of modern computers are in the range of several hundred thousand MIPS.

For comparison Colossus , the machine which helped to break the ENIGMA code, was 
in the range of 1 IPS, while the Apple II was less than 100,000 IPS.

A comparison is also made with the equivalent brain capability of animals and humans 
again in figure 14. Various estimates place a brains processing power at 1trillion MIPS. 

Questions about the end of CMOS scaling have been discussed, but the predictions have 
proven wrong. The most spectacular failures in predicting the end were related to the inher-
ent limitations of the so called ‘lithography barrier’, in which it was assumed that spatial res-
olution smaller than the wavelength used for the lithographic process was not possible, and 
the ‘oxide scaling barrier’, in which it was claimed that the gate oxide thickness cannot be 
reduced below 3 nm due to gate leakage. Both the predictions failed and scaling was pushed 
beyond the limits defined by those predictions.

Today the most powerful microprocessor represents roughly the equivalent brain power 
of a mouse. Extrapolating Moore’s Law from here it will be somewhere around 2022 that 
the most powerful CPU will have the equivalent brain power of a human.

Fig. 14 – The Moore’s Law as compared to the computational capacity of animal and humans in MIPS. 

Integrated Circuits at Microwave and Millimetre Wave Frequencies

Designing analogue circuits to operate at radio frequencies (RF) has traditionally been an 
iterative and time-consuming process, in comparison with digital logic design, and remains 
very much the domain of a very specialised community of engineers. 
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Fig. 15 − Comparison of two generation of microwave subsystem, outlighting the impact of MMIC.

The development of Monolithic Microwave Integrated Circuits (MMICs) has represent-
ed a breakthrough in microwave design and fabrication and the most important develop-
ment in microwave technology during the last decades. 

MMICs aim at integrating on one single chip, all the active and passive components, 
including planar transmission lines, needed to perform complex functionalities like, ampli-
fication, mixing, VCOs, phase detectors and in general all the major functionalities needed 
for implementing the modern transceivers that equip mobile phones, GPS receivers, not to 
mention but a few.

The acronym MMIC appeared for the first time in 1975in a paper published by Ray 
Pengelly and James Turne at Plessey, entitled Monolithic Broadband GaAs F.E.T. Amplifiers. 
They used computer optimization to design their lumped element. 

The commercial pressures for more bandwidth grew very rapidly during the early nine-
ties, with the massive growth in mobile telephone use, and the growth in the Internet. The 
possible limitations of CMOS at frequencies above 1 GHz, were considered a limit at that 
time, so that alternative materials were explored for fabricating MMIC, like, by instance, 
Gallium Arsenide (GaAS), Indium Phosphide (InP) and Gallium Nitride (GaN).

CMOS technology, despite the scepticism of the years ’90, proved to be successful in the 
fabrication of circuits well in the microwave range. An example of the dramatic improve-
ment allowed for by the combined MMIC and VLSI technologies is represented in fig. 15, 
where two generations of the same equipment, a Dedicated Short Range Communication21 
(DSRC) system for electronic toll payment operating at 5.8 GHz are represented.

On the other hand, new types of transistors have emerged for specific applications at 
high frequencies, in particular for fabricating power amplifiers, such as heterojunction bipo-
lar transistors (HBTs), metal-semiconductor FETs (MESFETs), high electron mobility tran-
sistors (HEMTs), and laterally diffused MOS (LDMOS). These transistors take advantage 
of the materials to produce the best amplifying and power handling capability.

The Internet of Things

In its 1999 vision statement, the European Union’s Information Society Technologies Pro-
gram Advisory Group (ISTAG) used the term Ambient Intelligence (AmI) to describe a vi-
sion where «people will be surrounded by intelligent and intuitive interfaces embedded in 
everyday objects around us and an environment recognizing and responding to the presence 
of individuals in an invisible way». 

21 DSRC provide communications between a vehicle and the roadside in specific locations, for example toll plazas.
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Ambient Intelligence represents the convergence of three key technologies: Ubiquitous 
Computing, Ubiquitous Communication and Intelligent User, which ultimately resulted in 
the vision of Internet of Things (IoT). 

IoT represents the convergence of inexpensive sensors, self-powered wireless commu-
nication and embedded computation units, according to the paradigm of Wireless Sensor 
Networks (WSNs), a technology emerged on 2003. Using tens to thousands of those devic-
es allows mapping physical and environmental parameters at an unprecedented time/space 
scale with an revolutionary potential.

This technology is already affecting all aspects of our lives and will even more in the fu-
ture. Substantial improvements can be achieved in agriculture, industrial automation, trans-
portation, energy and medicine.

An example of large scale application of WSN technology to the real-world is represent-
ed by the implementation of a distributed real-time monitoring system first deployed in 
eni-Versalis chemical plant located in Mantua in 2010, the followed by a even more instal-
lation in the eni refinery located in Gela, Sicily. 

The system consists of tens of units deployed in critical points within the plant and 
along the plant’s perimeter, each equipped with both VOC and H2S detectors. The units 
are connected to gateways forwarding data at minute rate to the plant Security Centre. 
Among many other functionalities, the system is capable to display the status of the data 
collected for analysis at a glance of the current concentration levels over the whole area of 
the plant (see fig. 16). The concentration measurements are correlated to wind speed and 
direction, represented by blue arrows, to precisely identify the source of possible leaks22.

Fig. 16 – An implementation of Internet of Things: the concentration mapping of VOC and H2S in a refinery.

22 G. Manes et al., Real-time gas emission monitoring at hazardous sites using a distributed point-source sensing 
infrastructure (invited), Special Issue Towards Energy-Neutral WSN Architectures: Energy Harvesting and Other 
Enabling Technologies, Sensors ISSN 1424-8220, 2015.
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From More Moore to More than Moore

The continued shrinking of physical feature sizes of the digital functionalities is internation-
ally referred to as the ‘More Moore’ approach.

In recent years a second concept arose, referred to as ‘More than Moore’ (MtM) denot-
ing a set of technologies that enable non digital micro/nano-electronic functions. They are 
based on, or derived from, silicon technology but do not necessarily scale with Moore’s Law. 

MtM devices typically impact the area or sensors and transducer; in general they pro-
vide conversion of non-digital as well as non-electronic information, such as mechanical, 
thermal, acoustic, chemical, optical and biomedical functions, to digital data and vice versa.

A typical example of MtM technology is given by Micro-Electro-Mechanical Systems 
(MEMS). MEMS, is a technology that can be defined as miniaturized mechanical and elec-
tro-mechanical devices that are made using the micro-fabrication techniques based on tech-
nologies largely imported by the semiconductor industry. Like ICs, MEMS basic techniques 
are deposition of material layers, patterning by photolithography and etching to produce 
the required shapes.

MEMS find wide application in various areas including automotive, notably in airbag 
systems , vehicle security. inertial brakes, automatic door locks and active suspensions, to 
name a few. Other important areas are seismic detection, inkjet printers and accelerometers. 

An example of application of MEMS technology to very popular devices of the every-
day life, according to the concept of AmI, is the gravity and accelerometer sensor used in 
smartphones and tablet so that images are always displayed upright, irrespectively on the 
orientation of the screen. 

Conceptually, an accelerometer behaves as a damped mass on a spring. Under the in-
fluence of external accelerations the proof mass deflects from its neutral position. The dis-
placement is then measured to give the acceleration. Traditionally devices would not be 
compatible with a modern mobile device, both in terms of size and cost. 

The MEMS accelerometer represents the viable solution, currently used in modern 
smartphones and tablets.

The accelerometer is represented in figure 17 where the schematic operation, represent-
ed at right end, is compared to the close up image of the actual device as obtained by an 
electronic microscope; the circle represents in the same scale the average diameter of human 
hair, for reference.

Fig. 17 − Schematic diagram (left) and electronic scanning image (right) of the MEMS accelerometer.

The accelerometer depicted in figure 17 can measure both the gravitational as well the 
inertial force. Measurement of gravitational mass is provided by a spring-mass system, sche-
matically represented in the figure; the actual implementation in the MEMS domain con-
sists of an array of tiny layer of silicon bounded to the main body. Under the effect of the 
gravity, the spring’s geometry is altered and slightly modifies the relative position of the elec-
trodes of a capacitor, thus allowing read-out with standard techniques. Individual gravity 
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sensors, similar to what described above are positioned around the main body; Combining 
the vectorized read-out yields to detect the orientation of the sensor with respect to the di-
rection of the gravity force.

Beyond Moore’s Law

At a recent event celebrating the 50th anniversary of Moore’s law, Intel’s 86-year-old chair-
man emeritus said his law would eventually collapse, but that ‘good engineering’ might keep 
it afloat for another five to ten years’.

To take computing and communications beyond Moore’s Law, however, will require 
entirely new scientific, engineering, and conceptual frameworks, both for computing ma-
chines and for the algorithms and software that will run on them.

So far, scaling offers so dramatic benefits that no alternative technologies can compete 
with. In addition, more attention and knowledge have been focused on the investigation of 
MOS technology. Despite the continues effort and investments, scaling CMOS is unques-
tionably approaching its limits. Although many issues have been resolved, scaling still can-
not progress past the size of the molecule. The questions of what technology might surpass 
CMOS have come out. By now, there are many alternative devices that show promising 
replacement to CMOS for the future .

Among the many, it is worthy to mention nanodevices as carbon Nanotubes Field-Ef-
fect Transistors (CNTFETs), Nanowire Field-Effect Transistors (NWFETs), Single Electron 
Transistor (SET), Resonant Tunneling Diodes (RTDs), and quantum dots (QD), a nano-
crystal made of semiconductor materials that is small enough to exhibit quantum mechan-
ical properties.

To guess the candidate which would ultimately replace the powerful CMOS technology, 
which has dominated the scene, and it is still doing, is a very challenging and would proba-
bly require a second Gordon Moore to dictate a new road map.

An Apparent Paradox: the Quantum Entanglement 

An extraordinary and somehow disturbing phenomenon, was originated by a letter written 
by Erwin Schrödinger to Einstein in which he used the word Verschränkung23 to describe 
the correlations between two particles that interact and then separate. He shortly thereafter 
published a paper where he recognized the importance of the concept, and stated: «I would 
not call [entanglement] one but rather the characteristic trait of quantum mechanics, the 
one that enforces its entire departure from classical lines of thought».

Later on, however, the counterintuitive predictions of quantum mechanics were verified 
experimentally. where multiple particles acts as if they are linked together in a way such that 
the measurement of one particle’s quantum state determines the possible quantum states 
of the other particles even though the individual particles may be spatially separated. This 
leads to correlations between observable physical properties of the systems. For example, it 
is possible to prepare two particles in a single quantum state such that when one is observed 
to be spin-up, the other one will always be observed to be spin-down and vice versa, this 
despite the fact that it is impossible to predict, according to quantum mechanics, which set 
of measurements will be observed.

23 Translated by Schrödinger himself as entanglement.
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As a result, measurements performed on one system seem to be instantaneously influ-
encing other systems entangled with it. A classical experiment was performed by Anton 
Zeilinger, an Austrian physicist and pioneer in the field of quantum information and of 
the foundations of quantum mechanics, who devised a way24 to take pictures using light 
that has not interacted with the object being photographed. The experiment is illustrated 
in figure 18. On the left stimulated emission of a pair of polarization-entangled photons is 
illustrayed. in the right the two entangled picture of a cat are shown25.

Fig. 18 − The invisible cat, achieved through the process of quantum entanglement.

Quantum entanglement is receiving much attention by the physicist and could have ap-
plications in the emerging technologies of quantum computing and quantum cryptography.

We are possibly facing a new turning point in the history of Electronics, similar to what 
experienced with the advent of the age of semiconductors. Only the future will say, however, 
whether it will be another chapter in the history of Electronics or the first chapter of a new 
exciting story.

24 First outlined in 1991.
25 The cat was picked in honour of a thought experiment, proposed in 1935 by the Austrian physicist Erwin 
Schrödinger.
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The Role Played by Fermi Statistics in the  
Evolution of Micro- and Nanoelectronics
Giorgio Baccarani

Abstract

In this note, the role played by Fermi statistics in the evolution of Micro- and Nanoelec-
tronics is highlighted. More specifically, the energy distribution of electrons in semiconduc-
tors is responsible for the exponential growth of the current-voltage characteristics, both in 
bipolar junction transistors (BJT) under weak injection conditions, as well as in field-effect 
transistors (FET) operating in subthreshold. The sharp transition between the off- and the 
on-state resulting from such an exponential behavior, made it possible to extend the scaling 
process from the 5 µm technology node, typical of the mid-seventies, down to the present 
state-of-the-art, 14-nm technology node. Throughout these four decades, the number of 
transistors per chip has been increasing exponentially from a few units to a few billion units, 
according to Moore’s law.

Fermi-Dirac Statistics

In a paper1 published first at the “Accademia dei Lincei” in February 1926 and, next, in the 
Zeitschrift für Physik2 in more detailed form, Enrico Fermi derived the energy distribution 
of the atoms of a perfect gas enclosed within a box. Actually, he treated every atom as a three-
dimensional harmonic oscillator with a characteristic frequency ν, so that the quantized en-
ergy of the atoms turned out to be (s1 + s2 + s3) hν = shν, with h the Planck constant, s1, s2, s3 
three quantum numbers and s = s1 + s2 + s3. However, he correctly stated that the final result 
would be independent of the specific assumption on the energy levels. In his derivation, he 
assumed that every available quantum state could be filled by just one atom, i.e. he accounted 
for the exclusion principle, which had just been proposed ten months earlier by Wolfgang 
Pauli. Indicating with Es = shν the sth energy level, he evaluated from statistical considerations 
the number of electrons Ns within the Qs quantum states at the energy Es, namely:
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with β = 1/kBT, kB the Boltzmann constant, and T the absolute temperature. By setting A = 
exp (– EF/kBT), eq. (1) takes the usual form

1 E. Fermi, Sulla quantizzazione del gas perfetto monoatomico [On the quantization of an idealmonoatomic gas], 
«Atti dell’Accademia dei Lincei», vol. 3, 1926, pp. 145-149.
2 E. Fermi, Zur Quantelung des idealen einatomigen Gases, «Zeitschrift für Physik», vol. 36, no. 11-12, 1926, 
pp. 902-912.
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where EF, referred to as Fermi level, represents the energy at which f = 0.5. In view of the 
exclusion principle, f can be interpreted as the occupation probability of a state at the energy 
Es under equilibrium conditions. The same expression was found independently by Paul 
A.M. Dirac3 in 1926, so that eq. (2) is usually called Fermi-Dirac distribution. When Es >> 
EF, the asymptotic limit of (2) is f → exp [− (Es – EF)/kBT], i.e., Boltzmann’s distribution, 
which holds for classical particles not subject to the exclusion principle. 

Eq. (2) is much more general than one could expect from the derivation procedure de-
vised by Fermi: it holds for all particles with semi-integer spin, including electrons, and is 
therefore of major importance for the comprehension of the transport properties of both 
semiconductors and metallic conductors. As is well known, Microelectronics is based on 
silicon technology, and the Fermi-Dirac distribution plays a key role in defining nearly all 
device properties, as will be shown in the subsequent sections of this article. 

Conduction Properties of Semiconductors

In crystalline materials, electrons are subject to an internal periodic potential. The resulting 
electronic states are clustered in nearly-continuous energy bands separated by band gaps. 
Remarkably, an energy band completely filled by electrons does not contribute to current 
transport, due to the symmetry of the momentum vectors, which cancel two by two. In-
stead, only a partially-filled band contributes to transport under the action of an external 
field, as the momentum distribution is skewed by the field itself. If the Fermi level falls 
within an energy band, most states below the Fermi level are filled by electrons, and most 
states above the Fermi level are empty. Therefore, electrons around the Fermi level are free to 
move under the influence of an external field, and the material behaves as a conductor. This 
is typically the case for metals. 

In insulators and semiconductors, instead, the Fermi energy falls within a band gap. The 
band just above the band gap is called conduction band, and the band just below the band 
gap is called valence band. A remarkable property of the valence band is that its empty states 
behave as positively-charged particles under the influence of an external field, and exhibit 
particle properties, fulfilling the Newton law in the classical limit of Quantum Mechanics. 
These particles are called holes. 

It should be noticed that kBT = 25.9 meV at room temperature (T = 300 K) while a typi-
cal semiconductor band gap is of the order of one eV and a typical insulator band gap is of 
the order of several eV. The transition of the occupation probability f from 1 to 0 occurs in 
a few kBT and becomes steeper as temperature decreases. Due to the wide band gap of insu-
lators, their conduction band is empty, and their valence band is completely filled. There-
fore, no current flows across an insulator, even in the presence of large external fields. For 
a pure semiconductor, instead, the conduction band is nearly, but not entirely, empty, and 
its valence band is nearly, but not entirely, filled by electrons. Therefore, semiconductors 
are weakly conduct-ing materials at room temperature. At zero temperature, however, the 
transition of the Fermi function is abrupt, and the semiconductor behaves as an insulator. 

In pure semiconductors, the Fermi level lies at mid-gap, so that the electron and hole 

3 P.A.M. Dirac, On the theory of quantum mechanics, «Proceedings of the Royal Society of London», vol. A112, 
1926, pp. 281-305.
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concentrations are rather small. For silicon, the so-called intrinsic concentration of electrons 
and holes is of the order of 1010 cm−3 at room temperature, i.e. many orders of magnitude 
below the number of atoms per cubic centimeter, which is about 5 x 1022 cm−3. This neg-
ligible carrier concentration makes the conductivity of pure silicon very small. However, 
such properties can be deeply altered if the semiconductor is suitably doped by group III or 
group V elements. For instance, if a silicon atom is replaced by a boron atom, which con-
tains only 3, rather than 4, valence electrons, the additional empty state can be easily filled 
by an electron, so that the boron atom becomes negatively charged, and a hole is generated. 

Likewise, if a silicon atom is replaced by a phosphorus atom, which contains 5, rather 
than 4, valence electrons, the additional electron can be easily stripped from the phosphorus 
atom, which becomes positively ionized, and a conduction electron is generated. Dopant at-
oms can be easily inserted into the silicon crystal by ion implantation, followed by a suitable 
annealing procedure, by which the implanted species diffuse into silicon sites, thus becom-
ing electrically active. 

The perturbation of the periodic potential due to the presence of an impurity generates 
a localized state within the band gap. It turns out that acceptor states generated by group III 
elements have an energy just above the valence-band edge, while donor states generated by 
group V elements have an energy just below the conduction-band edge. Therefore, nearly 
all impurities are ionized according to Fermi statistics for moderate doping levels, typically 
below 1019 cm−3, and an equal number of holes in the valence band, or electrons in conduc-
tion band, are generated and made available for current transport.

On the other hand, if the impurity concentration exceeds the previous limit, the posi-
tion of the Fermi level within the band gap is shifted either below the valence-band edge, 
or above the conduction-band edge. Therefore, impurities become only partially ionized. 
At the same time, an impurity band is formed which merges with the valence/conduction 
band, leading to a bandgap narrowing and to a degenerately-doped semiconductor. 

Transistor Concept

Transistors are semiconductor devices where the current flowing between two contacted 
carrier reservoirs is controlled by the voltage applied to a third electrode. For the case of 
field-effect transistors (FETs), the two reservoirs are called source and drain, and the control 
electrode is referred to as gate. The physical mechanism controlling current flow is an energy 
barrier interposed between source and drain. The height of that barrier depends on the gate 
voltage. When the latter is low, the barrier is tall, and only a small fraction of high-energy 
electrons within the tail of the Fermi function can overcome the barrier and flow to the 
drain. As the gate voltage increases, the barrier height is lowered, and a progressively larger 
number of electrons overcomes the barrier, thereby raising the drain current. 

FETs are used as switches in digital circuits implementing the fundamental logic func-
tions, such as NAND, NOR and NOT. Therefore, the FET basic requirements are: (i) a fast 
switching speed, (ii) a low leakage current, and, (iii) a steep transition from the off- to the 
on-state as the gate voltage rises. The last property is especially important to allow for voltage 
scaling. Due to the high-energy tail of the Fermi function, the drain current increases expo-
nentially vs. the gate voltage in subthreshold, leading to a device characteristics of the type
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where VGS is the gate-source voltage, VDS is the drain-source voltage, VT is the threshold volt-
age, ID0 = (W/L) Cox μn (kBT/q)2 is a constant for an assigned device geometry and operating 
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temperature, and δid is an ideality factor greater than 1. Also, W and L are the device width 
and gate length, respectively, Cox is the oxide capacitance per unit area, μn is the carrier mo-
bility and q is the electron charge. 

Eq. (3) holds only for VGS < VT. Instead, above threshold, the drain current is approxi-
mately linear with the gate voltage. When VDS > 4kBT/q ≈ 100 mV, the last factor in braces is 
about equal to 1. Hence, the off-state current IOFF = ID0 exp (– qVT/ δ_id kBT). By an appro-
priate selection of the threshold voltage, the off-state current can thus be changed by orders 
of magnitude, according to the specific application of the digital circuit. 

On the other hand, lowering the off-state current by increasing the threshold voltage 
implies also a lowering of the on-state current ION for an assigned supply voltage, with a 
negative impact on the switching speed. The International Technology Roadmap for Semi-
conductors4 (ITRS) identifies three main transistor types: high-performance (HP), with IOFF 
= 100 nA/µm, low-operating power (LOP), with IOFF = 5 nA/µm, and low-standby power 
(LSTP), with IOFF = 10 pA/µm. The most important parameters qualifying technology per-
formance are the intrinsic delay τi of a self-loaded inverter, and the energy consumption for 
logic operation Ed. The former parameter is defined as
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with gm = (∂ID/∂VGS) ≈ WCoxvinj the device transconductance at VDS = VDD, CL the inverter 
load capacitance, and VDD the supply voltage. In the previous expression, vinj is the injection 
velocity of electrons at the top of the barrier. 

The energy dissipation per clock cycle is instead the sum of dynamic and static energies, 
i.e.
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where Tc is the clock cycle time and α is the activity factor, i.e., the ratio between the number 
of complete switching operations and the number of clock cycles required for the execution 
of an assigned algorithm. In practice, α = 1 only for the circuits of clock generation and dis-
tribution, and α = 0.5 if a circuit undergoes a transition 0 → 1 or 1 → 0 at every clock cycle. 
For most circuits within a microprocessor, such as cache memories, α << 1, as most memory 
cells are seldom accessed. The ratio IOFF/ION is typically smaller than 10−4, while the ratio Tc 
/τi is typically of the order of 15 for an inverter with fan-out = 4. 

Eq. (5) shows that the total energy dissipated per clock cycle may be dominated ei-
ther by the dynamic term or by the static term, depending on the activity factor. In addi-
tion, it shows that the energy dissipated per clock cycle by a logic gate is proportional to 
the product CL(VDD)2. This means that scaling down the load capacitance and the supply 
voltage would provide huge benefits to the overall power consumption of the micropro-
cessor unit. 

The load capacitance is reduced by miniaturizing the physical dimensions of both devic-
es and metal interconnects. The hurdles to be overcome to scale down the supply voltage are 
essentially due to the need to preserve the ratio VDD/(VDD – VT) in eq. (4). However, if the 
threshold voltage is scaled down in direct proportion with the supply voltage, an exponen-
tial increase of the off-state current would result, according to eq. (3), with an increase of 
static power, and degradation of the IOFF/ION ratio.

The ideality factor δid in eq. (3) cannot be made smaller than 1 within the stan-

4 http://www.itrs.net/reports.html (2012 Update).
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dard transistor concept, due to Fermi statistics. The steepest sub-threshold swing is thus  
SS = [∂ log(ID)/∂VGS]

−1 = 60 mV/dec of current. Hence, the transition between 10 pA/μm 
and 10 μA/μm, which represents a typical value for the threshold current, requires a gate 
voltage change ΔVGS > 360-400 mV. If his condition is violated, the transfer characteristics 
of logic gates are degraded, and so are noise-immunity margins.

The historical benefits of device scaling have been: (i) increased device performance; (ii) 
reduced energy consumption per logic operation, and, (iii) reduced cost per function. It is 
thus not surprising that the semiconductor industry has devoted huge efforts to pursue de-
vice miniaturization by the development of ever more sophisticated technology processes. 
Physical limits did not prevent such an evolution up to now. However, it must be conced-
ed that, after the 90 nm node, the gate-oxide thickness could not be scaled in proportion 
with the device lateral dimensions, as required by the scaling theory, due to gate leakage. 
The introduction of a novel gate stack at the 45 nm node, comprising high-κ dielectric and 
metal gate, relieved the leakage problem, but scaling the equivalent oxide thickness (EOT) 
remains a serious problem. In order to keep the required performance trends, mobility had 
to be boosted by the use of new channel materials (SiGe for p-type FETs) and by the appli-
cation of mechanical stress to transistors (tensile stress for n-type and compressive stress for 
p-type FETs).

Scaling Trends

Figure 1 is an ITRS plot4, showing the evolution of the minimum-feature sizes of silicon 
technology over the years. Data following year 2013 are just predicted. The upper line rep-
resents the contacted half pitch dimension of the first-level metal; the intermediate line 
represents the printed gate length, and the lower line represents the physical gate length. In 
the mid-seventies and up to mid-nineties, i.e. outside the represented time scale of this plot, 
the supply voltage was equal to 5V and device scaling occurred at constant voltage from the 
5 μm down to the 0.5 μm nodes. Therefore, the average electric field within the channel 
increased by an order of magnitude, from 104 V/cm up to 105 V/cm, leading to hot-electron 
effects and charge injection into the gate oxide. Additional drawbacks of constant-voltage 
scaling are an increased power consumption per unit area and a growing current density in 
metal interconnects. In the subsequent decade, i.e. from the 0.5 μm node down to the 90 
nm node, the supply voltage was scaled more or less in direct proportion with the device 
physical dimensions, from 5V down to 1.1V, according to Dennard’s scaling theory5, which 
ensures the invariance of power consumption per unit area, as well as a linear performance 
increase with the scaling factor. 

After the 90 nm node, however, voltage scaling became progressively more difficult, due 
to the need to preserve the off-state current per unit width. Therefore, the supply voltage 
only scaled in the last decade from 1.1 down to 0.8V, while the device physical size was re-
duced from 90 nm down to 14 nm, which is to date the state-of-the-art technology. In or-
der to set an upper limit to power consumption, it was necessary to stop the increase of the 
clock frequency, and system performance was improved by novel architectural features and 
by multiple cores on the microprocessor unit (MPU).

5 R.H. Dennard, F.H. Gaensslen, H.N. Yu, V.L. Rideout, E. Bassous, A.R. LeBlanc, Design of ion-implanted 
MOSFETs with very small physical dimensions, «IEEE J Solid-State Circuits», vol. 9, no. 5, 1974, pp. 256-268.
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Fig. 1 − ITRS plot4 showing past trends and future predictions of the minimum feature sizes of semiconductor 
technology from year 1995 up to 2028. Asterisks: Ml contacted half pitch; dots: printed gate length; squares: physi-
cal gate lengths.  

Figure 2 shows the evolution over the years of several performance indicators6. The upper 
line of symbols (upward-pointing triangles) represents the number of transistors per chip, 
which increases exponentially from 1 at mid-seventies up to a few billions in 2015, accord-
ing to Moore’s law7. The filled squares represent the evolution of the clock frequency: after 
a sustained exponential growth from 1985 to 2005, such a growth was suddenly stopped 
at around 3-4 GHz, due to the need to keep under control power dissipation per unit area 
(downward-pointing triangles) which cannot exceed 100 W/cm2 due to the heat extraction 
problem. Microprocessor performance per thread, represented by filled dots, exhibits a sus-
tained exponential growth across two decades, and still a growth, albeit at a slower pace, in 
the last ten years. This performance improvement per thread at constant clock frequency is 
mainly due to architectural improvements, such as superscalar processing, increased pipeline 
depth and average number of executed instructions per cycle, and increased memory-pro-
cessor communication bandwidth. Finally filled diamonds represent the number of logical 
cores within a microprocessor unit, which has grown in the last decade from 1 to 72.

At system level, the evolution of Micro- and Nanoelectronics made it possible en enor-
mous performance improvement of the capabilities of personal computers and smart 
phones. Combined with the opportunities made available by the discovery of the world-
wide web, such an evolution has prompted personal communications to an extent never ex-
perienced before. Besides, the development of low-cost systems-on-chip has generated new 
opportunities for consumer, automotive, and industrial applications. The ultimate develop-
ment expected to date is the Internet of Things (IoT), according to which the dissemination 
of smart sensors, assisted by distributed intelligence and suitably connected by wireless net-
works, is expected to provide new tools for environment and health monitoring, for control 
and supervision of house appliances, and for personal security.  

6 https://www.karlrupp.net/2015/06/40-years-of-microprocessor-trend-data/ (11/15).
7 G.E. Moore, Cramming more components onto integrated circuits, «Electronics», vol. 38, no. 8, April 1965, 
pp. 82-85.
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Fig. 2 − Experimental trends of several microprocessor-unit (MPU) performance indicators6 from the early seven-
ties up to year 2015. Upward pointing triangles: number of transistors per MPU; filled dots: single-tread perfor-
mance; filled squares: clock cycle frequency; downward pointing triangles: power consumption; filled diamonds: 
number of logical cores.  

 Conclusions

The energy distribution of electrons according to Fermi statistics has been one of the key 
factors allowing for a controlled change of the carrier conductivity in silicon by ion implan-
tation of suitable species pertaining to the III and V element groups. This made it possible 
to fabricate p-n junctions and bipolar transistors. The subsequent discovery of silicon ther-
mal oxidation paved the way to the development of insulated-gate field-effect transistors, 
which turned out to be more suitable than bipolar transistors for digital applications, and 
are still today the workhorse of digital technology.

The evolution of Microelectronics over the last 40 years occurred primarily via device 
scaling. In the last decade, however, device scaling by itself provided diminished returns, 
and performance improvement was boosted by the use of novel materials, such as SiGe for 
the channel of p-type FETs, and high-κ dielectrics for gate insulators. To date, the most im-
portant requirement is no longer an improved device performance but, rather, low-power 
consumption. This goal is dictated by the heat-extraction problem in server applications, 
and by the need to preserve the battery charge in portable devices. At technology level, low 
power consumption can be pursued by lowering the supply voltage, which, in turn, is made 
possible by a steep transition from the off- to the on-state. The steepness of this transition 
is again ensured by Fermi statistics, the nature of which lets the drain current increase expo-
nentially with the gate voltage at the rate of 60 mV/dec.

At present, the internal supply voltage in advanced microprocessors is 0.8V. In order to 
reduce it further, while preserving the switching speed, an even steeper subthreshold swing 
SS is required. This need had prompted several studies on novel device concepts, such as 
the tunnel FET (TFET), where high-energy electrons are filtered out by the bandgap in the 
source, or the Ferroelectric FET, where a positive feedback is introduced by a negative gate 
capacitance. While these novel concepts could, in principle, achieve a steeper SS, several 
limitations and drawbacks still prevent their industrial development. 
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